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#### Abstract

In this paper, we investigate the formation of singularities and the existence of peaked traveling-wave solutions for a modified Camassa-Holm equation with cubic nonlinearity. The equation is known to be integrable, and is shown to admit a single peaked soliton and multi-peakon solutions, of a different character than those of the Camassa-Holm equation. Singularities of the solutions can occur only in the form of wave-breaking, and a new wave-breaking mechanism for solutions with certain initial profiles is described in detail.
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## 1. Introduction

This paper is concerned with the following nonlinear partial differential equation ${ }^{1}$

$$
\begin{equation*}
m_{t}+\left(\left(u^{2}-u_{x}^{2}\right) m\right)_{x}+\gamma u_{x}=0 \tag{1.1}
\end{equation*}
$$

for the function $u(t, x)$ of time $t$ and a single spatial variable $x$, in which $\gamma$ is a constant, and

$$
\begin{equation*}
m=u-u_{x x} . \tag{1.2}
\end{equation*}
$$

The equation (1.1) has the form of a modified Camassa-Holm equation with cubic nonlinearity. It was proposed as a new integrable system by Fuchssteiner [23] and Olver and Rosenau [48] by applying the general method of tri-Hamiltonian duality to the bi-Hamiltonian representation of the modified Korteweg-deVries equation. Later, it was obtained by Qiao [50] from the two-dimensional Euler equations, where the variables $u(t, x)$ and $m(t, x)$ represent, respectively, the velocity of the fluid and its potential density. In [51] it was shown that equation (1.1) admits a Lax pair, and hence can be solved by the method of inverse scattering. See Section 2 for details.

Applying the scaling transformation

$$
x \longmapsto \epsilon x, \quad t \longmapsto \epsilon^{-1} t, \quad u \longmapsto \epsilon^{2} u
$$

to equation (1.1) produces

$$
\begin{equation*}
\left(\epsilon^{2} u-u_{x x}\right)_{t}+\left[\left(\epsilon^{2} u^{2}-u_{x}^{2}\right)\left(\epsilon^{2} u-u_{x x}\right)\right]_{x}+\gamma u_{x}=0 . \tag{1.3}
\end{equation*}
$$

Expanding

$$
u(t, x)=u_{0}(t, x)+\epsilon u_{1}(t, x)+\epsilon^{2} u_{2}(t, x)+\cdots
$$

in powers of the small parameter $\epsilon$, the leading order term $u_{0}(t, x)$ satisfies

$$
-u_{0, x x t}+\left(u_{0, x}^{2} u_{0, x x}\right)_{x}+\gamma u_{0, x}=0 .
$$

${ }^{1}$ We use subscripts to denote partial derivatives throughout.

We conclude that $v=u_{0, x}$ satisfies the short pulse equation

$$
\begin{equation*}
v_{x t}=\frac{1}{3}\left(v^{3}\right)_{x x}+\gamma v . \tag{1.4}
\end{equation*}
$$

This equation was derived by Schäfer and Wayne [54] as a model for the propagation of ultra-short light pulses in silica optical fibers, which is also an approximation of nonlinear wave packets in dispersive media in the limit of few cycles on the ultra-short pulse scale [9]. Numerical simulations [9] show that the short pulse equation approximation to Maxwell's equations in the case when the pulse spectrum is not narrowly localized around the carrier frequency is better than that obtained from the nonlinear Schrödinger equation. Well-posedness and wave breaking for the short pulse equation have been studied in [54] and [43], respectively. It was shown in [5] that the short pulse equation and the WKI equation [58]

$$
u_{t}=\left(\frac{u_{x x}}{\left(1+u_{x}^{2}\right)^{\frac{3}{2}}}\right)_{x}
$$

belong to the same hierarchy. The WKI equation is gauge equivalent to the mKdV equation, while the short pulse equation is gauge equivalent to the sine-Gordon equation [53]. Solitons of the mKdV equation and the sine-Gordon equation correspond to loop solitons of the WKI equation and the short pulse equation, respectively.

The original Camassa-Holm (CH) equation

$$
\begin{equation*}
m_{t}+u m_{x}+2 u_{x} m+\gamma u_{x}=0, \tag{1.5}
\end{equation*}
$$

where $m$ is as above, (1.2), can itself be derived from the Korteweg-deVries equation by tri-Hamiltonian duality. The Camassa-Holm (CH) equation [6, 24] (see also [17, 36]) was originally proposed as a model for surface waves, and has been studied extensively in the last twenty years because of its many remarkable properties: infinity of conservation laws and complete integrability $[6,19,24]$, with action angle variables constructed using inverse scattering $[3,4,14,18]$, existence of peaked solitons and multi-peakons [1, 6, 7], geometric formulations [8, 37, 44], well-posedness and breaking waves, meaning solutions that remain bounded while their slope becomes unbounded in finite time [10, 11, 12, 13, 40]. Note that the nonlinearity in the CH equation is quadratic. Two integrable CH -type equations with cubic nonlinearity have been discovered: One is the equation (1.1), and the second is the Novikov equation [45]

$$
\begin{equation*}
m_{t}+u^{2} m_{x}+\frac{3}{2}\left(u^{2}\right)_{x} m=0 . \tag{1.6}
\end{equation*}
$$

The integrability, peaked solitons, well-posedness and blow up phenomena to the Novikov equation have been studied extensively [34, 35, 45, 56, 57]. An alternative modified CH equation was introduced in [26]. Multi-component versions of the CH equation have been introduced and studied in [15, 21, 27, 31, 32, 33, 48].

Dual integrable nonlinear systems, such as the CH and modified CH equations, are endowed with nonlinear dispersion, which, in most cases, enables them to support non-smooth soliton-like structures. A number of additional examples of dual integrable systems derived using the method of tri-Hamiltonian duality can be found in [20, 48]. Dual equations support a remarkable variety of non-analytic solutions [42], including peakons, compactons, tipons, rampons, mesaons, and so on. Convergence of analytic solutions to non-analytic compactons and peakons was proved in [39, 41].

The aim of this paper is to investigate whether the modified CH equation (1.1) has similar remarkable properties as the CH equation (1.5). Since the modified CH equation has a cubic nonlinearity which the CH equation is only quadratic, one expects that the modified CH equation should also have peaked solitons and wave-breaking. The following two sections review the bi-Hamiltonian structure and geometric formulations of the modified

CH equation. In Section 4, detailed blow-up criteria for strong solutions are established; see Theorem 4.2. It is shown that the solutions of the modified CH equation can only have singularities which correspond to wave breaking. A sufficient condition for wave breaking of strong solutions in finite time is specified in Section 5; see Theorem 5.2. Finally, the existence of single peakon and multi-peakon solutions is demonstrated in Section 6. Interestingly, in contrast to the CH equation, with $\gamma=0$, we find that multi-peakon solutions of (1.1) have only constant amplitudes.

## 2. Geometric formulation and integrability

The CH equation (1.5) has the three distinct geometric formulations. First, it describes the geodesic flows, respectively, on the Bott-Virasoro group for the case $\gamma \neq 0[44,55]$ and on the diffeomorphism group of the unit circle under $H^{1}$ metric for the case $\gamma=$ 0 [37]. Note that the two geometric descriptions are not analogous: for $\gamma=0$ (on the diffeomorphism group) the Riemannian exponential map is a local chart, but this is not the case for $\gamma \neq 0$ (on the Bott-Virasoro group) cf. the discussion in the paper [16]. Second, it describes families of pseudo-spherical surfaces [26,52]. Furthermore, it arises from a non-stretching invariant planar curve flow in the centro-equiaffine geometry [8]. While it is not clear whether the modified CH equation (1.1) also describes geodesic flows on diffeomorphism groups, we can show that it arises from an intrinsic (arc-length preserving) invariant planar curve flow in Euclidean geometry. Indeed, the modified KdV and KdV equations arise naturally from non-stretching invariant planar curve flows in Euclidean and centro-equiaffine geometry, respectively [8, 25, 49].

According to the theory of moving frames, [28, 47], any Euclidean-invariant plane curve flow for $C \subseteq \mathbb{R}^{2}$ has the form

$$
\begin{equation*}
\frac{\partial C}{\partial t}=f \mathbf{n}+g \mathbf{t} \tag{2.1}
\end{equation*}
$$

where $\mathbf{t}$ and $\mathbf{n}$ are the Euclidean tangent and normal vectors, while the normal and tangent velocities, $f$ and $g$, are arbitrary Euclidean differential invariants, meaning that they depend on the curvature and its derivatives with respect to the arc-length $s$ of the curve $C$. According to equation (4.13) in [47], which is a consequence of the moving frame calculus developed for curve and submanifold flows invariant under general Lie group actions, the curve flow (2.1) is intrinsic or non-stretching, meaning that it preserves arc length, if and only if

$$
\begin{equation*}
g_{s}-\kappa f=0 \tag{2.2}
\end{equation*}
$$

In condition (2.2), the operator producing multiplication by $-\kappa$ is particular to Euclidean geometry, and other transformation groups lead to alternative criteria for arc length preservation of the flow. Furthermore, according to Example 5.5 in [47] (see also [25]) when the curve evolves intrinsically according to (2.1) with the constraint (2.2), the curvature invariant satisfies

$$
\begin{equation*}
\kappa_{t}=\mathcal{R}[f], \quad \text { where } \quad \mathcal{R}=\partial_{s}^{2}+\kappa^{2}+\kappa_{s} \partial_{s}^{-1} \kappa \tag{2.3}
\end{equation*}
$$

is the well known recursion operator, [46], of the modified KdV equation

$$
\begin{equation*}
\kappa_{t}=\kappa_{s s s}+\frac{3}{2} \kappa^{2} \kappa_{s}, \tag{2.4}
\end{equation*}
$$

which corresponds to the particular flow (2.1) with $f=\kappa_{s}, g=\frac{1}{2} \kappa^{2}$.
Remark 2.1. The operator $\mathcal{R}$ is a particular instance, for Euclidean-invariant plane curve flows, of the general moving frame calculus for invariant submanifold flows that has been developed in [47]. For example, the evolution of centro-equiaffine curvature under an invariant curve flow in centro-equiaffine geometry is governed by the KdV recursion operator. In a similar fashion, the operator governing the evolution of curvature and torsion under the

Euclidean-invariant flow of a space curve is the recursion operator for vortex filament flow, which can be mapped to the integrable nonlinear Schrödinger equation under the Hasimoto transformation, [29, 38]. Many, but not all, Klein geometries produce recursion operators and integrable systems for the evolution of differential invariants under group-invariant flow. It remains an intriguing and unresolved mystery as to why integrable systems arise so often in this geometric context.

In particular, if we set

$$
f=-2 u_{s}, \quad \kappa=m \equiv u-u_{s s}
$$

then by (2.2),

$$
g=-\left(u^{2}-u_{s}^{2}\right)+b
$$

where $b$ is a constant. Therefore, $u(t, s)$ satisfies the equation

$$
\begin{equation*}
m_{t}+\left(\left(u^{2}-u_{s}^{2}\right) m\right)_{s}+(b+2) u_{s s s}-b u_{s}=0 \tag{2.5}
\end{equation*}
$$

Setting $x=s+(b+2) t,(2.5)$ becomes

$$
\begin{equation*}
m_{t}+\left(\left(u^{2}-u_{x}^{2}\right) m\right)_{x}+2 u_{x}=0, \quad m=u-u_{x x} \tag{2.6}
\end{equation*}
$$

which is equivalent, up to rescaling, to the modified CH equation (1.1). The preceding derivation implies that the modified CH equation can be regarded as a Euclidean-invariant version of the CH equation, just as the mKdV equation is a Euclidean-invariant counterpart to the KdV equation from the viewpoint of curve flows in Klein geometries.

Since it possesses a recursion operator, the modified CH equation (1.1) is formally completely integrable. Indeed, it can be written in the bi-Hamiltonian form [48, 51]

$$
m_{t}=-\left(\left(u^{2}-u_{x}^{2}\right) m\right)_{x}-\gamma u_{x}=J \frac{\delta H_{0}}{\delta m}=K \frac{\delta H_{1}}{\delta m}
$$

where

$$
J=-\partial_{x} m \partial_{x}^{-1} m \partial_{x}-\frac{1}{2} \gamma \partial_{x} \quad \text { and } \quad K=\partial_{x}^{3}-\partial_{x}
$$

are compatible Hamiltonian operators, while

$$
\begin{equation*}
H_{0}=\int_{\mathbb{R}} m u d x, \quad H_{1}=\frac{1}{4} \int_{\mathbb{R}}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}+2 \gamma u^{2}\right) d x \tag{2.7}
\end{equation*}
$$

are the corresponding Hamiltonian functionals. According to the Theorem of Magri, [46], the associated recursion operator $\mathcal{R}=J \cdot K^{-1}$ produces a hierarchy of commuting Hamiltonian functionals and bi-Hamiltonian flows - although in this case most are non-local.

The modified CH equation (1.1) also admits the following Lax formulation [51]:

$$
\binom{\psi_{1}}{\psi_{2}}_{x}=U(m, \lambda)\binom{\psi_{1}}{\psi_{2}}, \quad\binom{\psi_{1}}{\psi_{2}}_{t}=V(m, u, \lambda)\binom{\psi_{1}}{\psi_{2}}
$$

where

$$
U(m, \lambda)=\frac{1}{2}\left(\begin{array}{cc}
-Q & \lambda m \\
-\lambda m & Q
\end{array}\right), \quad Q=Q(\lambda, \gamma)=\sqrt{1-\frac{1}{2} \lambda^{2} \gamma}
$$

and

$$
\begin{aligned}
& V(m, u, \lambda)= \\
& \qquad\left(\begin{array}{cc}
\lambda^{-2} Q+\frac{1}{2} Q\left(u^{2}-u_{x}^{2}\right) & -\lambda^{-1}\left(u-Q u_{x}\right)-\frac{1}{2} \lambda\left(u^{2}-u_{x}^{2}\right) m \\
\lambda^{-1}\left(u+Q u_{x}\right)+\frac{1}{2} \lambda\left(u^{2}-u_{x}^{2}\right) m & -\lambda^{-2} Q-\frac{1}{2} Q\left(u^{2}-u_{x}^{2}\right)
\end{array}\right)
\end{aligned}
$$

## 3. ANALYTIC PRELIMINARIES

In this paper, we will study the Cauchy problem for the modified Camassa-Holm equation on the entire line:

$$
\left\{\begin{array}{l}
m_{t}+\left(\left(u^{2}-u_{x}^{2}\right) m\right)_{x}+\gamma u_{x}=0, \quad m=u-u_{x x} \quad t>0, \quad x \in \mathbb{R}  \tag{3.1}\\
u(0, x)=u_{0}(x), \quad x \in \mathbb{R} \\
u, m \longrightarrow 0 \quad \text { as } \quad|x| \rightarrow \infty
\end{array}\right.
$$

Throughout, various positive constants will be uniformly denoted by a common letter $C$. The norm of a Banach space $Z$ is denoted by $\|\cdot\|_{Z}$. Let $\mathcal{S}(\mathbb{R})$ be the space of rapidly decaying $C^{\infty}$ functions on $\mathbb{R}$, and $\mathcal{S}^{\prime}(\mathbb{R})$ its dual space containing all tempered distributions. Given $T>0$, let $C_{c}^{\infty}([0, T) \times \mathbb{R})$ denote the space of all smooth functions with compact support on $[0, T) \times \mathbb{R}$, which may be obtained as the restriction to $[0, T) \times \mathbb{R}$ of smooth functions on $\mathbb{R}^{2}$ with compact support contained in $(-T, T) \times \mathbb{R}$.

We will require the notions of strong (or classical) and weak solutions.
Definition 3.1. If $m \in \mathcal{C}\left([0, T] ; H^{s}\right) \cap \mathcal{C}^{1}\left([0, T] ; H^{s-1}\right)$ with $s>\frac{1}{2}$ and some $T>0$ satisfies (3.1), then $m$ is called a strong solution on $[0, T]$. If $m$ is a strong solution on $[0, T]$ for every $T>0$, then it is called a global strong solution.

Substituting the formula for $m$ in terms of $u$ into the partial differential equation (3.1) results in the following fully nonlinear partial differential equation:

$$
\begin{equation*}
u_{t}+\left(u^{2}-\frac{1}{3} u_{x}^{2}\right) u_{x}+\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(\frac{2}{3} u^{3}+u u_{x}^{2}+\gamma u\right)+\frac{1}{3}\left(1-\partial_{x}^{2}\right)^{-1} u_{x}^{3}=0 \tag{3.2}
\end{equation*}
$$

Recall that

$$
\begin{equation*}
u=\left(1-\partial_{x}^{2}\right)^{-1} m=p * m, \quad \text { where } \quad p(x)=\frac{1}{2} e^{-|x|} \tag{3.3}
\end{equation*}
$$

and $*$ denotes the convolution product on $\mathbb{R}$, defined by

$$
(f * g)(x)=\int_{\mathbb{R}} f(y) g(x-y) d y
$$

This formulation allows us to define a weak solution as follows.
Definition 3.2. Given initial data $u_{0} \in W^{1,3}(\mathbb{R})$, the function $u \in L_{\text {loc }}^{\infty}\left([0, T), W_{\text {loc }}^{1,3}(\mathbb{R})\right)$ is said to be a weak solution to the initial-value problem (3.1) if it satisfies the following identity:

$$
\begin{gather*}
\int_{0}^{T} \int_{\mathbb{R}}\left[u \varphi_{t}+\frac{1}{3} u^{3} \varphi_{x}+\frac{1}{3} u_{x}^{3} \varphi+p *\left(\frac{2}{3} u^{3}+u u_{x}^{2}+\gamma u\right) \partial_{x} \varphi-\frac{1}{3}\left(p * u_{x}^{3}\right) \varphi\right] d x d t \\
+\int_{\mathbb{R}} u_{0}(x) \varphi(0, x) d x=0 \tag{3.4}
\end{gather*}
$$

for any smooth test function $\varphi(t, x) \in C_{c}^{\infty}([0, T) \times \mathbb{R})$. If $u$ is a weak solution on $[0, T)$ for every $T>0$, then it is called a global weak solution.
Remark 3.1. Since the Sobolev space $W_{\text {loc }}^{1,3}(\mathbb{R})$ can be embedded in the Hölder space $\mathcal{C}^{\alpha}(\mathbb{R})$ with $0 \leq \alpha \leq \frac{2}{3}$, Definition 3.2 precludes the admissibility of discontinuous shock waves as weak solutions.

Wave breaking relies crucially on strong nonlinear dispersion, which, however, makes the analysis more challenging. The conservation of the $H^{1}$-norm allows us to control the solutions to the CH equation. For transport equations, a solution blows up in finite time
when its slope $u_{x}$ is unbounded from below. To apply this idea, let us rewrite the modified CH equation (1.1) as a transport equation in terms of $m$ along the flow generated by $u^{2}-u_{x}^{2}$

$$
\begin{equation*}
m_{t}+\left(u^{2}-u_{x}^{2}\right) m_{x}=-2 u_{x} m^{2}-\gamma u_{x} \tag{3.5}
\end{equation*}
$$

Roughly speaking, the transport equation theory ensures that, if the slope

$$
\begin{equation*}
\left(u^{2}-u_{x}^{2}\right)_{x}=2 u_{x} m \tag{3.6}
\end{equation*}
$$

is bounded, the solution will remain regular, and can't blow up in finite time. More precisely, the solution blows up at some finite time $T>0$ only if $\|m(t, \cdot)\|_{L^{\infty}}^{2}$ becomes unbounded on $[0, T)$. From this, together with the Sobolev embedding theorem, one can see that the solution blows up in finite time if and only if the slope (3.6) is unbounded from below. Thus to obtain a global solution, the main problem is that it is impossible to be bound (3.6) in terms of the $H^{1}$-norm of the solution unless a higher, positive conserved quantity involved in $H^{3}$-norm of the solution can be found. To overcome this difficulty, we may regard the evolution equation (3.5) in terms of the quantity (3.6) being transported along the flow generated by $u^{2}-u_{x}^{2}$. Then wave breaking can be established by using the global conservative property of the potential density $m$ along the characteristics; see (5.1) below. We expect this new method can be found more applications to deal with wave breaking of the nonlinear dispersive equations with higher nonlinearities.

## 4. Blow-up CRITERIA

In this section, we study the well-posedness and establish criteria for the blow up of solutions to the Cauchy problem for the modified CH equation (3.1). We first recall some 1-D Moser-type estimates, [27].

Proposition 4.1. For $s \geq 0$, the following estimates hold:

$$
\begin{align*}
&\|f g\|_{H^{s}(\mathbb{R})} \leq C\left(\|f\|_{H^{s}(\mathbb{R})}\|g\|_{L^{\infty}(\mathbb{R})}+\|f\|_{L^{\infty}(\mathbb{R})}\|g\|_{H^{s}(\mathbb{R})}\right) \\
&\left\|f \partial_{x} g\right\|_{H^{s}(\mathbb{R})} \leq C\left(\|f\|_{H^{s+1}(\mathbb{R})}\|g\|_{L^{\infty}(\mathbb{R})}+\|f\|_{L^{\infty}(\mathbb{R})}\left\|\partial_{x} g\right\|_{H^{s}(\mathbb{R})}\right) \tag{4.1}
\end{align*}
$$

where the $C$ 's are constants independent of $f$ and $g$.
The following estimates for solutions to the one-dimensional transport equation have been used in [2, 27]. The following result is Theorem 3.14 in [2].
Lemma 4.1. Consider the one-dimensional linear transport equation

$$
\begin{equation*}
\partial_{t} f+v \partial_{x} f=g,\left.\quad f\right|_{t=0}=f_{0} \tag{4.2}
\end{equation*}
$$

Let $0 \leq \sigma<1$, and suppose that

$$
\begin{array}{ll}
f_{0} \in H^{\sigma}(\mathbb{R}), & g \in L^{1}\left([0, T] ; H^{\sigma}(\mathbb{R})\right), \\
v_{x} \in L^{1}\left([0, T] ; L^{\infty}(\mathbb{R})\right), & f \in L^{\infty}\left([0, T] ; H^{\sigma}(\mathbb{R})\right) \cap \mathcal{C}\left([0, T] ; \mathcal{S}^{\prime}(\mathbb{R})\right) .
\end{array}
$$

Then $f \in \mathcal{C}\left([0, T] ; H^{\sigma}(\mathbb{R})\right)$. More precisely, there exists a constant $C$ depending only on $\sigma$ such that, for every $0<t \leq T$,

$$
\begin{equation*}
\|f(t)\|_{H^{\sigma}} \leq\left\|f_{0}\right\|_{H^{\sigma}}+C \int_{0}^{t}\|g(\tau)\|_{H^{\sigma}} d \tau+C \int_{0}^{t}\|f(\tau)\|_{H^{\sigma}} V^{\prime}(\tau) d \tau \tag{4.3}
\end{equation*}
$$

and hence,

$$
\|f(t)\|_{H^{\sigma}} \leq e^{C V(t)}\left(\left\|f_{0}\right\|_{H^{\sigma}}+C \int_{0}^{t}\|g(\tau)\|_{H^{\sigma}} d \tau\right) \quad \text { with } \quad V(t)=\int_{0}^{t}\left\|\partial_{x} v(\tau)\right\|_{L^{\infty}} d \tau
$$

In [22], the following local well-posedness result was obtained (with a slight modification).

Theorem 4.1. Let $m_{0}=\left(1-\partial_{x}^{2}\right) u_{0} \in H^{s}(\mathbb{R})$ with $s>\frac{1}{2}$. Then there exists a time $T>0$ such that the initial-value problem (3.1) has a unique strong solution $m \in \mathcal{C}\left([0, T] ; H^{s}\right) \cap$ $\mathcal{C}^{1}\left([0, T] ; H^{s-1}\right)$ and the map $m_{0} \mapsto m$ is continuous from a neighborhood of $m_{0}$ in $H^{s}$ into $\mathcal{C}\left([0, T] ; H^{s}\right) \cap \mathcal{C}^{1}\left([0, T] ; H^{s-1}\right)$.

We are now in a position to state a blow-up criterion for the modified CH equation.
Theorem 4.2. Let $m_{0}=\left(1-\partial_{x}^{2}\right) u_{0} \in H^{s}(\mathbb{R})$ be as in Theorem 4.1 with $s>\frac{1}{2}$. Let $m$ be the corresponding solution to (3.1). Assume $T_{m_{0}}^{*}>0$ is the maximum time of existence. Then

$$
\begin{equation*}
T_{m_{0}}^{*}<\infty \Rightarrow \int_{0}^{T_{m_{0}}^{*}}\|m(\tau)\|_{L^{\infty}}^{2} d \tau=\infty \tag{4.4}
\end{equation*}
$$

Remark 4.1. The blow-up criterion (4.4) implies that the lifespan $T_{m_{0}}^{*}$ does not depend on the regularity index $s$ of the initial data $m_{0}$. Indeed, let $m_{0}$ be in $H^{s}$ for some $s>\frac{1}{2}$ and consider some $s^{\prime} \in\left(\frac{1}{2}, s\right)$. Denote by $m_{s}$ (resp., $m_{s^{\prime}}$ ) the corresponding maximal $H^{s}$ (resp., $H^{s^{\prime}}$ ) solution given by the above theorem. Denote by $T_{s}^{*}$ (resp., $T_{s^{\prime}}^{*}$ ) the lifespan of $m_{s}\left(\right.$ resp., $\left.m_{s^{\prime}}\right)$. Since $H^{s} \hookrightarrow H^{s^{\prime}}$, uniqueness ensures that $T_{s}^{*} \leq T_{s^{\prime}}^{*}$ and that $m_{s} \equiv m_{s^{\prime}}$ on $\left[0, T_{s}^{*}\right)$. Now, if $T_{s}^{*}<T_{s^{\prime}}^{*}$, then we must have $m_{s^{\prime}}$ in $\mathcal{C}\left(\left[0, T_{s}^{*}\right] ; H^{s^{\prime}}\right)$. Hence, $m_{s^{\prime}} \in$ $L^{2}\left(\left[0, T_{s}^{*}\right] ; L^{\infty}\right)$, which contradicts the above blow-up criterion (4.4). Therefore, $T_{s}^{*}=T_{s^{\prime}}^{*}$.

Proof of Theorem 4.2. We shall prove Theorem 4.2 by an inductive argument with respect to the index $s$. This can be achieved as follows.
Step 1. For $s \in\left(\frac{1}{2}, 1\right)$, applying Lemma 4.1 to equation (3.5), thought of as a transport equation for $m$, we obtain

$$
\begin{align*}
\|m(t)\|_{H^{s}} \leq & \left\|m_{0}\right\|_{H^{s}}+C \int_{0}^{t}\left\|\left(u^{2}-u_{x}^{2}\right)_{x}(\tau)\right\|_{L^{\infty}}\|m(\tau)\|_{H^{s}} d \tau \\
& +C \int_{0}^{t}\left\|\left(u_{x} m^{2}\right)(\tau)\right\|_{H^{s}} d \tau+C|\gamma| \int_{0}^{t}\left\|u_{x}(\tau)\right\|_{H^{s}} d \tau \tag{4.5}
\end{align*}
$$

for all $0<t<T_{m_{0}}^{*}$. Owing to the first Moser-type estimate in (4.1), one has

$$
\begin{align*}
\left\|u_{x} m^{2}\right\|_{H^{s}} & \leq C\left(\left\|u_{x}\right\|_{H^{s}}\left\|m^{2}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\left\|m^{2}\right\|_{H^{s}}\right) \\
& \leq C\left(\left\|u_{x}\right\|_{H^{s}}\|m\|_{L^{\infty}}^{2}+\left\|u_{x}\right\|_{L^{\infty}}\|m\|_{L^{\infty}}\|m\|_{H^{s}}\right) \tag{4.6}
\end{align*}
$$

According to (3.3),

$$
\begin{equation*}
u_{x}=\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1} m=\partial_{x} p * m, \quad \text { where } \quad \partial_{x} p(x)=-\frac{1}{2} \operatorname{sign}(x) e^{-|x|} \tag{4.7}
\end{equation*}
$$

Young's inequality implies

$$
\begin{equation*}
\left\|u_{x}\right\|_{L^{\infty}} \leq\left\|\partial_{x} p\right\|_{L^{1}}\|m\|_{L^{\infty}} \leq\|m\|_{L^{\infty}} \tag{4.8}
\end{equation*}
$$

which, together with the fact $\left\|u_{x}\right\|_{H^{s}} \leq C\|m\|_{H^{s}}$ and (4.6), gives rise to

$$
\begin{equation*}
\left\|u_{x} m^{2}\right\|_{H^{s}} \leq C\|m\|_{H^{s}}\|m\|_{L^{\infty}}^{2} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(u^{2}-u_{x}^{2}\right)_{x}\right\|_{L^{\infty}}=2\left\|m u_{x}\right\|_{L^{\infty}} \leq C\|m\|_{L^{\infty}}\left\|u_{x}\right\|_{L^{\infty}} \leq C\|m\|_{L^{\infty}}^{2} \tag{4.10}
\end{equation*}
$$

Plugging (4.9) into (4.5) leads to

$$
\begin{equation*}
\|m(t)\|_{H^{s}} \leq\left\|m_{0}\right\|_{H^{s}}+C \int_{0}^{t}\left(\|m(\tau)\|_{L^{\infty}}^{2}+|\gamma|\right)\|m(\tau)\|_{H^{s}} d \tau \tag{4.11}
\end{equation*}
$$

which, by Gronwall's inequality, yields

$$
\begin{equation*}
\|m(t)\|_{H^{s}} \leq\left\|m_{0}\right\|_{H^{s}} e^{C \int_{0}^{t}\left(\|m(\tau)\|_{\left.L^{\infty}+|\gamma|\right)}^{2} d \tau\right.} . \tag{4.12}
\end{equation*}
$$

Therefore, if the maximal existence time $T_{m_{0}}^{*}<\infty$ satisfies

$$
\int_{0}^{T_{m_{0}}^{*}}\|m(\tau)\|_{L^{\infty}}^{2} d \tau<\infty
$$

the inequality (4.12) implies that

$$
\begin{equation*}
\limsup _{t \rightarrow T_{m_{0}}^{*}}\|m(t)\|_{H^{s}}<\infty, \tag{4.13}
\end{equation*}
$$

which contradicts the assumption on the maximal existence time $T_{\mathbf{u}_{0}}^{\star}<\infty$. This completes the proof of Theorem 4.2 for $s \in\left(\frac{1}{2}, 1\right)$.
Step 2. For $s \in[1,2)$, by differentiating (3.5) once with respect to $x$, we have

$$
\begin{equation*}
\partial_{t}\left(m_{x}\right)+\left(u^{2}-u_{x}^{2}\right) \partial_{x}\left(m_{x}\right)=-3 u_{x}\left(m^{2}\right)_{x}-2 u_{x x} m^{2}-\gamma u_{x x} . \tag{4.14}
\end{equation*}
$$

Applying Lemma 4.1 to (4.14) yields

$$
\begin{align*}
& \left\|\partial_{x} m(t, \cdot)\right\|_{H^{s-1}} \leq\left\|\partial_{x} m_{0}\right\|_{H^{s-1}}+C \int_{0}^{t}\left\|\left(u^{2}-u_{x}^{2}\right)_{x}\right\|_{L^{\infty}}\left\|\partial_{x} m\right\|_{H^{s-1}} d \tau \\
& \quad+C \int_{0}^{t}\left(\left\|u_{x}\left(m^{2}\right)_{x}\right\|_{H^{s-1}}+\left\|u_{x x} m^{2}\right\|_{H^{s-1}}+|\gamma|\left\|u_{x x}\right\|_{H^{s-1}}\right) d \tau \tag{4.15}
\end{align*}
$$

Thanks to the Moser-type estimates (4.1) along with (4.8), one deduces

$$
\begin{align*}
\left\|u_{x} \partial_{x}\left(m^{2}\right)\right\|_{H^{s-1}} & \leq C\left(\left\|u_{x}\right\|_{H^{s}}\left\|m^{2}\right\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\left\|\partial_{x}\left(m^{2}\right)\right\|_{H^{s-1}}\right) \\
& \leq C\left(\left\|m_{x}\right\|_{H^{s-1}}\|m\|_{L^{\infty}}^{2}+\left\|u_{x}\right\|_{L^{\infty}}\|m\|_{L^{\infty}}\|m\|_{H^{s}}\right)  \tag{4.16}\\
& \leq C\|m\|_{L^{\infty}}^{2}\|m\|_{H^{s}} .
\end{align*}
$$

Using the Moser-type estimates (4.1) again leads to

$$
\begin{align*}
& \left\|u_{x x} m^{2}\right\|_{H^{s-1}}+|\gamma|\left\|u_{x x}\right\|_{H^{s-1}} \\
& \quad \leq C\left(\left\|u_{x x}\right\|_{L^{\infty}}\left\|m^{2}\right\|_{H^{s-1}}+\left\|u_{x x}\right\|_{H^{s-1}}\left\|m^{2}\right\|_{L^{\infty}}+|\gamma|\left\|u_{x x}\right\|_{H^{s-1}}\right)  \tag{4.17}\\
& \quad \leq C\left(\|m\|_{L^{\infty}}^{2}+|\gamma|\right)\|m\|_{H^{s-1}}
\end{align*}
$$

where we used the fact that

$$
\begin{equation*}
\left\|u_{x x}\right\|_{L^{\infty}} \leq C\left(\|m\|_{L^{\infty}}+\|p * m\|_{L^{\infty}}\right) \leq C\|m\|_{L^{\infty}} \tag{4.18}
\end{equation*}
$$

in the last inequality. Using (4.10), (4.16), and (4.17) in (4.15), and combining with (4.11), we conclude that, for $1 \leq s<2$, (4.11) holds.

Repeating the same argument as in Step 1, we see that Theorem 4.2 holds for $1 \leq s<2$.
Step 3. Suppose $2 \leq k \in \mathbb{N}$. By induction, we assume that (4.4) holds when $k-1 \leq s<k$, and prove that it holds for $k \leq s<k+1$. To this end, we differentiate (3.5) $k$ times with respect to $x$, producing
$\partial_{t} \partial_{x}^{k} m+\left(u^{2}-u_{x}^{2}\right) \partial_{x}\left(\partial_{x}^{k} m\right)=-\sum_{\ell=0}^{k-1} C_{k}^{\ell} \partial_{x}^{k-\ell}\left(u^{2}-u_{x}^{2}\right) \partial_{x}^{\ell+1} m-2 \partial_{x}^{k}\left(u_{x} m^{2}\right)-\gamma \partial_{x}^{k} \partial_{x} u$.

Lemma 4.1 applied to the above again implies that

$$
\begin{align*}
& \left\|\partial_{x}^{k} m(t)\right\|_{H^{s-k}} \leq\left\|\partial_{x}^{k} m_{0}\right\|_{H^{s-k}}+C \int_{0}^{t}\left\|\partial_{x}^{k} m(\tau)\right\|_{H^{s-k}}\left\|m \partial_{x} u(\tau)\right\|_{L^{\infty}} d \tau \\
& +C \int_{0}^{t}\left\|\left(\sum_{\ell=0}^{k-1} C_{k}^{\ell} \partial_{x}^{k-\ell}\left(u^{2}-u_{x}^{2}\right) \partial_{x}^{\ell} \partial_{x} m+2 \partial_{x}^{k}\left(u_{x} m^{2}\right)+\gamma \partial_{x}^{k} \partial_{x} u\right)(\tau)\right\|_{H^{s-k}} d \tau \tag{4.19}
\end{align*}
$$

Using the first Moser-type estimate in (4.1) and the Sobolev embedding inequality, we have

$$
\begin{align*}
\| 2 \partial_{x}^{k}\left(u_{x} m^{2}\right) & +\gamma \partial_{x}^{k} \partial_{x} u \|_{H^{s-k}} \\
\leq & C\left(\left\|u_{x}\right\|_{L^{\infty}}\left\|m^{2}\right\|_{H^{s}}+\left\|u_{x}\right\|_{H^{s}}\left\|m^{2}\right\|_{L^{\infty}}+|\gamma|\left\|\partial_{x} u\right\|_{H^{s}}\right)  \tag{4.20}\\
\leq & C\left(\left\|u_{x}\right\|_{L^{\infty}}\|m\|_{L^{\infty}}\|m\|_{H^{s}}+\left\|u_{x}\right\|_{H^{s}}\|m\|_{L^{\infty}}^{2}+|\gamma|\left\|\partial_{x} u\right\|_{H^{s}}\right) \\
\leq & C\left(\|m\|_{L^{\infty}}^{2}+|\gamma|\right)\|m\|_{H^{s}}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\sum_{\ell=0}^{k-1} C_{k}^{\ell} \partial_{x}^{k-\ell}\left(u^{2}-u_{x}^{2}\right) \partial_{x}^{\ell+1} m\right\|_{H^{s-k}} \\
& \leq C \sum_{\ell=0}^{k-1} C_{k}^{\ell}\left(\left\|u^{2}-u_{x}^{2}\right\|_{H^{s-\ell+1}}\left\|\partial_{x}^{\ell} m\right\|_{L^{\infty}}+\left\|\partial_{x}^{k-\ell}\left(u^{2}-u_{x}^{2}\right)\right\|_{L^{\infty}}\|m\|_{H^{s-k+\ell+1}}\right) \\
& \leq C \sum_{\ell=0}^{k-1} C_{k}^{\ell}\left[\left(\|u\|_{L^{\infty}}+\left\|u_{x}\right\|_{L^{\infty}}\right)\left(\|u\|_{H^{s-\ell+1}}+\left\|u_{x}\right\|_{H^{s-\ell+1}}\right)\|m\|_{H^{\ell+\frac{1}{2}+\varepsilon_{0}}}\right.  \tag{4.21}\\
& \left.\quad+\left(\|u\|_{H^{k-\ell+\frac{1}{2}+\varepsilon_{0}}}^{2}+\left\|u_{x}\right\|_{H^{k-\ell+\frac{1}{2}+\varepsilon_{0}}}^{2}\right)\|m\|_{H^{s-k+\ell+1}}\right] \\
& \leq C_{k}\|m\|_{H^{k-\frac{1}{2}+\varepsilon_{0}}}^{2}\|m\|_{H^{s}},
\end{align*}
$$

where the genius constant $\varepsilon_{0} \in\left(0, \frac{1}{4}\right)$ so that $H^{\frac{1}{2}+\varepsilon_{0}}(\mathbb{R}) \hookrightarrow L^{\infty}(\mathbb{R})$ holds. Substituting (4.20) and (4.21) into (4.19), we derive from (4.11) (with $\frac{1}{2}<s<1$ ) in Step 1 that

$$
\begin{equation*}
\|m(t)\|_{H^{s}} \leq\left\|m_{0}\right\|_{H^{s}}+C \int_{0}^{t}\left(\|m(\tau)\|_{H^{k-\frac{1}{2}+\varepsilon_{0}}}^{2}+|\gamma|\right)\|m(\tau)\|_{H^{s}} d \tau \tag{4.22}
\end{equation*}
$$

where we used the Sobolev embedding theorem $H^{k-\frac{1}{2}+\varepsilon_{0}}(\mathbb{R}) \hookrightarrow L^{\infty}(\mathbb{R})$ with $k \geq 2$.
Applying Gronwall's inequality then gives

$$
\begin{equation*}
\|m(t)\|_{H^{s}} \leq\left\|m_{0}\right\|_{H^{s}} \exp \left\{C \int_{0}^{t}\left(\|m(\tau)\|_{H^{k-\frac{1}{2}+\varepsilon_{0}}}^{2}+|\gamma|\right) d \tau\right\} . \tag{4.23}
\end{equation*}
$$

In consequence, if the maximal existence time $T_{\mathbf{u}_{0}}^{\star}<\infty$ satisfies

$$
\int_{0}^{T_{\mathbf{u}_{0}}^{\star}}\|m(\tau)\|_{L^{\infty}}^{2} d \tau<\infty
$$

thanks to the uniqueness of solution in Theorem 4.1, we then find that $\|m(t)\|_{H^{k-\frac{1}{2}+\varepsilon_{0}}}$ is uniformly bounded in $t \in\left(0, T_{\mathbf{m}_{0}}^{*}\right)$ by the induction assumption, which along with (4.23) implies

$$
\limsup _{t \rightarrow T_{m_{0}}^{*}}\|m(t)\|_{H^{s}}<\infty
$$

which leads to a contradiction.

Therefore, Steps 1 to 3 complete the proof of Theorem 4.2.
Remark 4.2. For a strong solution $m=u-u_{x x}$ in Theorem 4.1, the Hamiltonian functionals (2.7) are conserved, that is

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}}\left(u^{2}+u_{x}^{2}\right) d x=0, \quad \frac{d}{d t} \int_{\mathbb{R}}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}+2 \gamma u^{2}\right) d x=0 \tag{4.24}
\end{equation*}
$$

for all $t \in[0, T)$.
The following blow-up criterion demonstrates that wave-breaking depends only on the infimum of $m u_{x}$.
Theorem 4.3. Let $m_{0} \in H^{s}(\mathbb{R})$ be as in Theorem 4.1 with $s>\frac{1}{2}$. Then the corresponding solution $m$ to (3.1) blows up in finite time $T_{m_{0}}^{*}>0$ if and only if

$$
\begin{equation*}
\lim _{t \rightarrow T_{T_{0}}^{*}} \inf _{x \in \mathbb{R}}\left\{\left(m u_{x}\right)(t, x)\right\}=-\infty \tag{4.25}
\end{equation*}
$$

Proof. Since, in view of Remark 4.1, the existence time $T_{m_{0}}^{*}$ is independent of the choice of $s$, we need only to consider the case $s=3$, which relies on a simple density argument.

Multiplying equation (3.5) by $m$ and integrating over $\mathbb{R}$ with respect to $x$, and then integration by parts, produces

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} m^{2} d x & =-\int_{\mathbb{R}}\left(u^{2}-u_{x}^{2}\right) m m_{x} d x-2 \int_{\mathbb{R}} u_{x} m^{3} d x-\gamma \int_{\mathbb{R}} u_{x} m d x \\
& =\frac{1}{2} \int_{\mathbb{R}}\left(u^{2}-u_{x}^{2}\right)_{x} m^{2} d x-2 \int_{\mathbb{R}} u_{x} m^{3} d x-\frac{\gamma}{2} \int_{\mathbb{R}}\left(u^{2}-u_{x}^{2}\right)_{x} d x \\
& =-\int_{\mathbb{R}}\left(m u_{x}\right) m^{2} d x
\end{aligned}
$$

We next expand out (4.14):

$$
\begin{aligned}
m_{x t} & =-2 u_{x x} m^{2}-6 u_{x} m m_{x}-\left(u^{2}-u_{x}^{2}\right) m_{x x}-\gamma u_{x x} \\
& =-2 u m^{2}+2 m^{3}-6 u_{x} m m_{x}-\left(u^{2}-u_{x}^{2}\right) m_{x x}-\gamma u_{x x}
\end{aligned}
$$

Multiplying by $m_{x}$ and integrating over $\mathbb{R}$ with respect to $x$, leads to

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} m_{x}^{2} d x=-\int_{\mathbb{R}}\left(u^{2}-u_{x}^{2}\right) m_{x} m_{x x} d x-2 \int_{\mathbb{R}} u m^{2} m_{x} d x \\
&-6 \int_{\mathbb{R}} u_{x} m m_{x}^{2} d x+2 \int_{\mathbb{R}} m^{3} m_{x} d x-\gamma \int_{\mathbb{R}} u_{x x} m_{x} d x \\
&=\frac{1}{2} \int_{\mathbb{R}}\left(u^{2}-u_{x}^{2}\right)_{x} m_{x}^{2} d x+\frac{2}{3} \int_{\mathbb{R}} u_{x} m^{3} d x \\
&-6 \int_{\mathbb{R}} u_{x} m m_{x}^{2} d x-\frac{\gamma}{2} \int_{\mathbb{R}}\left(u_{x}^{2}-u_{x x}^{2}\right)_{x} d x \\
&=-5 \int_{\mathbb{R}} u_{x} m m_{x}^{2} d x+\frac{2}{3} \int_{\mathbb{R}} u_{x} m^{3} d x .
\end{aligned}
$$

Therefore,

$$
\frac{d}{d t} \int_{\mathbb{R}}\left(m^{2}+m_{x}^{2}\right) d x=-10 \int_{\mathbb{R}}\left(m u_{x}\right) m_{x}^{2} d x-\frac{2}{3} \int_{\mathbb{R}}\left(m u_{x}\right) m^{2} d x
$$

If $m u_{x}$ is bounded from below on $\left[0, T_{m_{0}}^{*}\right) \times \mathbb{R}$, i.e., there exists a positive constant $C_{1}>0$ such that $m u_{x} \geq-C_{1}$ on $\left[0, T_{m_{0}}^{*}\right) \times \mathbb{R}$, then the above estimate implies

$$
\frac{d}{d t} \int_{\mathbb{R}}\left(m^{2}+m_{x}^{2}\right) d x \leq 10 C_{1} \int_{\mathbb{R}}\left(m^{2}+m_{x}^{2}\right) d x
$$

Applying Gronwall's inequality then yields

$$
\begin{equation*}
\|m(t)\|_{H^{1}}^{2} \leq \int_{\mathbb{R}}\left(m^{2}+m_{x}^{2}\right) d x \leq e^{10 C_{1} t}\left\|m_{0}\right\|_{H^{1}}^{2} \tag{4.26}
\end{equation*}
$$

for $t \in\left[0, T_{m_{0}}^{*}\right)$, which ensures that the solution $m(t, x)$ does not blow up in finite time.
On the other hand, if

$$
\liminf _{t \uparrow T}\left[\inf _{x \in \mathbb{R}}\left(m u_{x}(t, x)\right)\right]=-\infty
$$

by Theorem 4.1 for the existence of local strong solutions and the Sobolev embedding theorem, we infer that the solution will blow-up in finite time. The proof of Theorem 4.3 is then complete.

## 5. Wave-breaking mechanism in the case $\gamma=0$

In this section, we derive some sufficient conditions for the breaking of waves for the initial-value problem (3.1) with the parameter $\gamma=0$, an assumption that, we emphasize, will hold for the remainder of the paper.

For this purpose, a conservative property of the potential $m$ will be crucial in the proofs of our blow-up results. Consider the ordinary differential equation

$$
\left\{\begin{array}{rl}
\frac{d q(t, x)}{d t} & =\left(u^{2}-u_{x}^{2}\right)(t, q(t, x)),  \tag{5.1}\\
q(0, x) & =x,
\end{array} \quad x \in \mathbb{R}, \quad t \in[0, T),\right.
$$

for the flow generated by $u^{2}-u_{x}^{2}$.
Lemma 5.1. Let $u_{0} \in H^{s}(\mathbb{R}), s>\frac{5}{2}$, and let $T>0$ be the maximal existence time of the corresponding strong solution $u$ to (3.1). Then (5.1) has a unique solution $q \in$ $\mathcal{C}^{1}([0, T) \times \mathbb{R}, \mathbb{R})$ such that the map $q(t, \cdot)$ is an increasing diffeomorphism of $\mathbb{R}$ with

$$
\begin{equation*}
q_{x}(t, x)=\exp \left(2 \int_{0}^{t}\left(m u_{x}\right)(s, q(s, x)) d s\right)>0, \quad \text { for all } \quad(t, x) \in[0, T) \times \mathbb{R} \tag{5.2}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
m(t, q(t, x)) q_{x}(t, x)=m_{0}(x), \quad \text { for all } \quad(t, x) \in[0, T) \times \mathbb{R} \tag{5.3}
\end{equation*}
$$

Proof. Since $u \in \mathcal{C}^{1}\left([0, T), H^{s-1}(\mathbb{R})\right)$ and $H^{s}(\mathbb{R}) \hookrightarrow \mathcal{C}^{1}(\mathbb{R})$, both $u(t, x)$ and $u_{x}(t, x)$ are bounded, Lipschitz in the space variable $x$, and of class $\mathcal{C}^{1}$ in time. Therefore, by well-known classical results in the theory of ordinary differential equations, the initial value problem (5.1) has a unique solution $q(t, x) \in \mathcal{C}^{1}([0, T) \times \mathbb{R})$.

Differentiating (5.1) with respect to $x$ and using (3.6) yields

$$
\left\{\begin{array}{l}
\frac{d}{d} q_{x}=2\left(m u_{x}\right)(t, q) q_{x},  \tag{5.4}\\
q_{x}(0, x)=1,
\end{array} \quad(t, x) \in[0, T) \times \mathbb{R}\right.
$$

The solution to (5.4) is given by

$$
\begin{equation*}
q_{x}(t, x)=\exp \left(2 \int_{0}^{t}\left(m u_{x}\right)(s, q(s, x)) d s\right), \quad(t, x) \in[0, T) \times \mathbb{R} . \tag{5.5}
\end{equation*}
$$

For every $T^{\prime}<T$, it follows from the Sobolev embedding theorem that

$$
\sup _{(s, x) \in\left[0, T^{\prime}\right) \times \mathbb{R}}\left|\left(m u_{x}\right)(s, x)\right|<\infty .
$$

We infer from (5.5) that there exists a constant $K>0$ such that $q_{x}(t, x) \geq e^{-K t},(t, x) \in$ $[0, T) \times \mathbb{R}$, which implies that the map $q(t, \cdot)$ is an increasing diffeomorphism of $\mathbb{R}$ before blow-up with

$$
q_{x}(t, x)=\exp \left(2 \int_{0}^{t}\left(m u_{x}\right)(s, q(s, x)) d s\right)>0, \quad \text { for all } \quad(t, x) \in[0, T) \times \mathbb{R}
$$

On the other hand, combining (5.4) with (1.1), we have

$$
\begin{aligned}
\frac{\partial}{\partial t}\left[m(t, q(t, x)) q_{x}(t, x)\right] & =\left[m_{t}(t, q)+m_{x}(t, q) q_{t}\right] q_{x}+m q_{x t} \\
& =q_{x}\left[m_{t}(t, q)+\left(u^{2}-u_{x}^{2}\right) m_{x}(t, q)\right]+2 u_{x} m^{2} q_{x} \\
& =q_{x}\left[m_{t}+\left(u^{2}-u_{x}^{2}\right) m_{x}+2 u_{x} m^{2}\right]=0
\end{aligned}
$$

Therefore, $m(t, q(t, x)) q_{x}(t, x)$ is independent of the time variable $t$. That is

$$
m(t, q(t, x)) q_{x}(t, x)=m(0, x)=u_{0}(x)-u_{0 x x}(x) .
$$

This completes the proof of Lemma 5.1.
Remark 5.1. Lemma 5.1 shows that, if $m_{0}=\left(1-\partial_{x}^{2}\right) u_{0}$ does not change sign, then $m(t, x)$ will not change sign for any $t \in[0, T)$.
Remark 5.2. Since $q(t, \cdot): \mathbb{R} \rightarrow \mathbb{R}$ is a diffeomorphism of the line for every $t \in[0, T)$, the $L^{\infty}$-norm of any function $v(t, \cdot) \in L^{\infty}$ is preserved under the family of diffeomorphisms $q(t, \cdot)$, that is,

$$
\|v(t, \cdot)\|_{L^{\infty}}=\|v(t, q(t, \cdot))\|_{L^{\infty}}, \quad t \in[0, T) .
$$

Proposition 5.1. Let $m_{0} \in H^{s}(\mathbb{R}), s \geq 3$ and $T>0$ be the maximal time of existence of the corresponding solution $m(t, x)$ to (3.1) with the initial data $m_{0}$. Then $M:=u_{x} m$ satisfies

$$
\begin{equation*}
M_{t}+\left(u^{2}-u_{x}^{2}\right) M_{x}=-2 M^{2}-2 m\left(1-\partial_{x}^{2}\right)^{-1}\left(u_{x}^{2} m\right)-2 m \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x} m\right) \tag{5.6}
\end{equation*}
$$

for all $(t, x) \in[0, T) \times \mathbb{R}$.
Proof. From (1.1), we have

$$
\begin{align*}
\left(1-\partial_{x}^{2}\right) & {\left[u_{t}+\left(u^{2}-u_{x}^{2}\right) u_{x}\right] } \\
& =-\left(u^{2}-u_{x}^{2}\right) m_{x}-2 u_{x} m^{2}+\left(1-\partial_{x}^{2}\right)\left[\left(u^{2}-u_{x}^{2}\right) u_{x}\right] \\
& =-\left(u^{2}-u_{x}^{2}\right) m_{x}-2 u_{x} m^{2}+\left(u^{2}-u_{x}^{2}\right) u_{x}-\partial_{x}^{2}\left[\left(u^{2}-u_{x}^{2}\right) u_{x}\right]  \tag{5.7}\\
& =-\left(u^{2}-u_{x}^{2}\right) m_{x}-2 u_{x} m^{2}+\left(u^{2}-u_{x}^{2}\right) m_{x}-6 u_{x} u_{x x} m-2 u_{x}^{2} m_{x} \\
& =-2 u_{x} m^{2}-6 u_{x} u_{x x} m-2 u_{x}^{2} m_{x},
\end{align*}
$$

which implies

$$
\begin{align*}
u_{t}+\left(u^{2}-u_{x}^{2}\right) u_{x} & =-\left(1-\partial_{x}^{2}\right)^{-1}\left[2 u_{x} m^{2}+6 u_{x} u_{x x} m+2 u_{x}^{2} m_{x}\right] \\
& =-\left(1-\partial_{x}^{2}\right)^{-1}\left[\left(u^{2}\right)_{x} m+2\left(u_{x}^{2} m\right)_{x}\right] . \tag{5.8}
\end{align*}
$$

Taking the derivative to (5.8) with respect to $x$ yields

$$
\begin{equation*}
u_{x t}+2 u_{x}^{2} m+\left(u^{2}-u_{x}^{2}\right) u_{x x}=-\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left[\left(u^{2}\right)_{x} m+2\left(u_{x}^{2} m\right)_{x}\right] . \tag{5.9}
\end{equation*}
$$

Notice that $m_{t}=-\left(u^{2}-u_{x}^{2}\right) m_{x}-2 u_{x} m^{2}$. We deduce from (5.9) that

$$
m u_{x t}=-2 u_{x}^{2} m^{2}-\left(u^{2}-u_{x}^{2}\right) u_{x x} m-m \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left[\left(u^{2}\right)_{x} m+2\left(u_{x}^{2} m\right)_{x}\right] .
$$

Clearly,

$$
u_{x} m_{t}=-\left(u^{2}-u_{x}^{2}\right) u_{x} m_{x}-2 u_{x}^{2} m^{2} .
$$

Hence, we obtain the following equation for $M=m u_{x}$ :

$$
\begin{align*}
M_{t} & +\left(u^{2}-u_{x}^{2}\right) M_{x}=-4 M^{2}-m \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left[\left(u^{2}\right)_{x} m+2\left(u_{x}^{2} m\right)_{x}\right] \\
& =-4 M^{2}-m \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(\left(u^{2}\right)_{x} m\right)-2 m \partial_{x}^{2}\left(1-\partial_{x}^{2}\right)^{-1}\left(u_{x}^{2} m\right) \\
& =-4 M^{2}-m \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(\left(u^{2}\right)_{x} m\right)+m\left(2 u_{x}^{2} m\right)-m\left(1-\partial_{x}^{2}\right)^{-1}\left(2 u_{x}^{2} m\right)  \tag{5.10}\\
& =-2 M^{2}-2 m \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x} m\right)-2 m\left(1-\partial_{x}^{2}\right)^{-1}\left(u_{x}^{2} m\right) .
\end{align*}
$$

This completes the proof of Proposition 5.1.
Lemma 5.2. Let $T>0$ be the maximal time of existence of the solution $m(t, x)$ to the initial value problem (3.1) with initial data $m_{0} \in H^{s}(\mathbb{R})$ for $s \geq 3$. Assume $m_{0} \geq 0$ for all $x \in \mathbb{R}$. Then

$$
\begin{equation*}
\left|u_{x}(t, x)\right| \leq u(t, x), \quad M_{t}+\left(u^{2}-u_{x}^{2}\right) M_{x} \leq-2 M^{2}+2 C_{1} m \tag{5.11}
\end{equation*}
$$

for all $(t, x) \in[0, T) \times \mathbb{R}$, with $C_{1}=\frac{1}{\sqrt{2}}\left\|u_{0}\right\|_{H^{1}}^{3}$.
Proof. Since $m_{0}(x) \geq 0$ for all $x \in \mathbb{R}$, (5.3) and (5.2) imply that

$$
\begin{equation*}
m(t, x) \geq 0 \tag{5.12}
\end{equation*}
$$

for all $t \in[0, T), x \in \mathbb{R}$, and hence

$$
\begin{equation*}
\left(m\left(1-\partial_{x}^{2}\right)^{-1}\left(u_{x}^{2} m\right)\right)(t, x) \geq 0 \tag{5.13}
\end{equation*}
$$

According to (3.3),

$$
u(t, x)=(p * m)(t, x)=\frac{1}{2} \int_{\mathbb{R}} e^{-|x-y|} m(t, y) d y
$$

hence

$$
\begin{align*}
u(t, x) & =\frac{e^{-x}}{2} \int_{-\infty}^{x} e^{y} m(t, y) d y+\frac{e^{x}}{2} \int_{x}^{+\infty} e^{-y} m(t, y) d y  \tag{5.14}\\
u_{x}(t, x) & =-\frac{e^{-x}}{2} \int_{-\infty}^{x} e^{y} m(t, y) d y+\frac{e^{x}}{2} \int_{x}^{+\infty} e^{-y} m(t, y) d y
\end{align*}
$$

which, along with (5.12), leads to

$$
\begin{align*}
& u(t, x)+u_{x}(t, x)=e^{x} \int_{x}^{+\infty} e^{-y} m(t, y) d y \geq 0 \\
& u(t, x)-u_{x}(t, x)=e^{-x} \int_{-\infty}^{x} e^{y} m(t, y) d y \geq 0 \tag{5.15}
\end{align*}
$$

From this, we have

$$
\begin{equation*}
\left|u_{x}(t, x)\right| \leq u(t, x) \quad \text { for all } \quad(t, x) \in[0, T) \times \mathbb{R} \tag{5.16}
\end{equation*}
$$

On the other hand, by (4.7),

$$
\begin{aligned}
\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x} m\right)(t, x) & =\partial_{x} p *\left(u u_{x} m\right)(t, x) \\
& =-\frac{1}{2} \int_{-\infty}^{+\infty} \operatorname{sign}(x-y) e^{-|x-y|}\left(u u_{x} m\right)(t, y) d y
\end{aligned}
$$

which, together with (5.16), implies

$$
\begin{align*}
\left|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x} m\right)(t, x)\right| & \leq \frac{1}{2} \int_{-\infty}^{+\infty} e^{-|x-y|}\left(\left|u_{x}\right| u m\right)(t, y) d y  \tag{5.17}\\
& \leq \frac{1}{2}\|u(t)\|_{L^{\infty}}^{2} \int_{-\infty}^{+\infty} e^{-|x-y|} m(t, y) d y \leq\|u(t)\|_{L^{\infty}}^{3}
\end{align*}
$$

From this, together with the Sobolev inequality $\|u\|_{L^{\infty}(\mathbb{R})} \leq \frac{1}{\sqrt{2}}\|u\|_{H^{1}(\mathbb{R})}$ and (4.24), we find

$$
\begin{equation*}
\left|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x} m\right)(t, x)\right| \leq\left(\frac{1}{\sqrt{2}}\|u(t)\|_{H^{1}}\right)^{3}=\frac{1}{2 \sqrt{2}}\left\|u_{0}\right\|_{H^{1}}^{3}:=C_{1} \tag{5.18}
\end{equation*}
$$

Therefore, plugging (5.13) and (5.18) in (5.6) leads to the second inequality in (5.11), which ends the proof of Lemma 5.2.

In view of Theorem 4.3, we find that the solution blows up in finite time if and only if the slope $u_{x} m$ is unbounded blow. The next theorem shows that if the initial potential $0 \not \equiv m_{0}(x)$ is non-negative, then the slope $u_{x} m$ has an uniform upper bound, independent of the time $t$, as long as $m(t, x)$ exists.

Theorem 5.1. Let $m_{0} \in H^{s}(\mathbb{R}), s>1 / 2$ and $T>0$ be the maximal time of existence of the corresponding solution $m(t, x)$ to (3.1) with the initial data $m_{0}$. Assume that $m_{0}(x)=$ $\left(1-\partial_{x}^{2}\right) u_{0} \geq 0$ for all $x \in \mathbb{R}$, and $m_{0}\left(x_{0}\right)>0$ at some point $x_{0} \in \mathbb{R}$. Then

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left(m \partial_{x} u\right)(t, x) \leq \frac{1}{\sqrt{2}}\left\|u_{0}\right\|_{H^{1}} \sup _{x \in \mathbb{R}} m_{0}(x) \tag{5.19}
\end{equation*}
$$

for all $t \in[0, T)$.
To prove Theorem 5.1, we need the following lemma due to Constantin and Escher [11].
Lemma 5.3. [11] Let $T>0$ and $v \in \mathcal{C}^{1}\left([0, T) ; H^{2}(\mathbb{R})\right)$. Then for every $t \in[0, T)$, there exists at least one point $\xi(t) \in \mathbb{R}$ with

$$
I(t):=\inf _{x \in \mathbb{R}}\left(v_{x}(t, x)\right)=v_{x}(t, \xi(t))
$$

The function $I(t)$ is absolutely continuous on $(0, T)$ with

$$
\frac{d I(t)}{d t}=v_{t x}(t, \xi(t)), \text { a.e.on }(0, T) .
$$

Proof of Theorem 5.1. As in the proof of Theorem 4.3, we only need to show Theorem 5.1 holds when $s=3$. First, Theorem 4.1 implies that $M \in \mathcal{C}\left([0, T) ; H^{s}\right) \cap \mathcal{C}^{1}\left([0, T) ; H^{s-1}\right)$. Given $t \in[0, T)$, let $x_{0}(t) \in \mathbb{R}$ be such that

$$
\begin{equation*}
M\left(t, x_{0}(t)\right)=\sup _{x \in \mathbb{R}} M(t, x), \quad \text { which implies } \quad M_{x}\left(t, x_{0}(t)\right)=0, \text { a.e. on }(0, T) . \tag{5.20}
\end{equation*}
$$

Since $s>\frac{1}{2}$, we have $H^{s}(\mathbb{R}) \hookrightarrow \mathcal{C}_{0}(\mathbb{R})$, the space of all continuous functions on $\mathbb{R}$ vanishing as $|x| \rightarrow \infty$. Theorem 4.1 implies that

$$
\begin{equation*}
M\left(t, x_{0}(t)\right) \geq 0 \quad \text { for all } \quad t \in[0, T) \tag{5.21}
\end{equation*}
$$

Thanks to Lemma 5.1, the map $q(t, \cdot)$ is an increasing diffeomorphism of $\mathbb{R}$, which implies that there is $y_{0}=y_{0}(t) \in \mathbb{R}$ satisfying

$$
\begin{equation*}
q\left(t, y_{0}(t)\right)=x_{0}(t) \tag{5.22}
\end{equation*}
$$

Hence, in view of Lemma 5.3, it follows from (5.6) and (5.20) that

$$
\begin{align*}
& \frac{d}{d t} M\left(t, x_{0}(t)\right)=-2 M^{2}\left(t, x_{0}(t)\right)-2\left[m\left(1-\partial_{x}^{2}\right)^{-1}\left(u_{x}^{2} m\right)\right]\left(t, x_{0}(t)\right)  \tag{5.23}\\
&-2\left[m \partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x} m\right)\right]\left(t, x_{0}(t)\right), \text { a.e.on }(0, T)
\end{align*}
$$

which, together with (5.13) and (5.18), leads to

$$
\begin{equation*}
\frac{d}{d t} M\left(t, x_{0}(t)\right) \leq-2 M^{2}\left(t, x_{0}(t)\right)+2 C_{1} m\left(t, x_{0}(t)\right), \quad \text { a.e. on } \quad(0, T) . \tag{5.24}
\end{equation*}
$$

On the other hand, at the point $\left(t, q\left(t, y_{0}\right)\right)=\left(t, x_{0}(t)\right)$, we have

$$
\begin{equation*}
\frac{d}{d t} m\left(t, x_{0}(t)\right)=-2(m M)\left(t, x_{0}(t)\right), \quad \text { a.e. on } \quad(0, T) \tag{5.25}
\end{equation*}
$$

It then follows from (5.21) that for all $t \in[0, T)$

$$
\begin{equation*}
m\left(t, x_{0}(t)\right)=m_{0}\left(x_{0}(0)\right) e^{-2 \int_{0}^{t} M\left(\tau, x_{0}(\tau)\right) d \tau} \leq m_{0}\left(x_{0}(0)\right) \leq \sup _{x \in \mathbb{R}} m_{0}(x) \tag{5.26}
\end{equation*}
$$

which along with (5.11), (4.24) and (5.26) implies

$$
\begin{align*}
M\left(t, x_{0}(t)\right) & =u_{x}\left(t, x_{0}(t)\right) m\left(t, x_{0}(t)\right) \leq\left\|u_{x}(t)\right\|_{L^{\infty}} m\left(t, x_{0}(t)\right) \\
& \leq\|u(t)\|_{L^{\infty}} m\left(t, x_{0}(t)\right) \leq \frac{1}{\sqrt{2}}\left\|u_{0}\right\|_{H^{1}} \sup _{x \in \mathbb{R}} m_{0}(x) \tag{5.27}
\end{align*}
$$

This completes the proof of Theorem 5.1.
We are now in a position to state the following wave-breaking result.
Theorem 5.2. Suppose $m_{0} \in H^{s}(\mathbb{R})$ with $s>1 / 2$. Let $T>0$ be the maximal time of existence of the corresponding solution $m(t, x)$ to (3.1) with the initial data $m_{0}$. Assume $m_{0}(x)=\left(1-\partial_{x}^{2}\right) u_{0} \geq 0$ for all $x \in \mathbb{R}$ and $m_{0}\left(x_{0}\right)>0$ for some $x_{0} \in \mathbb{R}$, and that

$$
\begin{equation*}
\partial_{x} u_{0}\left(x_{0}\right)<-\left(\frac{\sqrt{2}\left\|u_{0}\right\|_{H^{1}}^{3}}{m_{0}\left(x_{0}\right)}\right)^{\frac{1}{2}} \tag{5.28}
\end{equation*}
$$

Then the solution $m(t, x)$ blows up at a time

$$
\begin{equation*}
T_{0} \leq t^{*}:=\frac{-\partial_{x} u_{0}\left(x_{0}\right)}{\sqrt{2}\left\|u_{0}\right\|_{H^{1}}^{3}}-\frac{1}{2} \sqrt{\left(\frac{\sqrt{2} \partial_{x} u_{0}\left(x_{0}\right)}{\left\|u_{0}\right\|_{H^{1}}^{3}}\right)^{2}-\frac{2 \sqrt{2}}{\left\|u_{0}\right\|_{H^{1}}^{3} m_{0}\left(x_{0}\right)}} . \tag{5.29}
\end{equation*}
$$

Moreover when $T_{0}=t^{*}$, the following estimate of the blow-up rate holds

$$
\begin{equation*}
\liminf _{t \rightarrow T_{0}^{-}}\left(\left(T_{0}-t\right) \inf _{x \in \mathbb{R}} M(t, x)\right) \leq-1 \tag{5.30}
\end{equation*}
$$

Proof. Thanks to (5.11) and (5.1), we have

$$
\begin{equation*}
\frac{d}{d t} M\left(t, q\left(t, x_{0}\right)\right) \leq-2 M^{2}\left(t, q\left(t, x_{0}\right)\right)+2 C_{1} m\left(t, q\left(t, x_{0}\right)\right) \tag{5.31}
\end{equation*}
$$

Similarly, one can see from the equation in (3.1) that

$$
\begin{equation*}
\frac{d}{d t} m\left(t, q\left(t, x_{0}\right)\right)=-2 m M\left(t, q\left(t, x_{0}\right)\right) \tag{5.32}
\end{equation*}
$$

Denoting $\bar{M}(t):=2 M\left(t, q\left(t, x_{0}\right)\right)$ and $\bar{m}(t):=2 m\left(t, q\left(t, x_{0}\right)\right)$, we reformulate (5.31) and (5.32) as

$$
\begin{equation*}
\frac{d}{d t} \bar{M}(t) \leq-\bar{M}(t)^{2}+2 C_{1} \bar{m}(t) \tag{5.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t} \bar{m}(t)=-\bar{m}(t) \bar{M}(t) \tag{5.34}
\end{equation*}
$$

Combining this with (5.12), we deduce that

$$
\begin{align*}
\frac{d}{d t}\left(\frac{1}{\bar{m}(t)^{2}}\right. & \left.\frac{d}{d t} \bar{m}(t)\right)=\frac{d}{d t}\left(-\frac{1}{\bar{m}(t)} \bar{M}(t)\right) \\
& =\frac{1}{\bar{m}(t)^{2}}\left(-\bar{m}(t) \frac{d}{d t} \bar{M}(t)+\bar{M}(t) \frac{d}{d t} \bar{m}(t)\right)  \tag{5.35}\\
& \geq \frac{1}{\bar{m}(t)^{2}}\left(\bar{m}(t)\left(\bar{M}(t)^{2}-2 C_{1} \bar{m}(t)\right)-\bar{m}(t) \bar{M}(t)^{2}\right)=-2 C_{1}
\end{align*}
$$

Integrating from 0 to $t$ leads to

$$
\begin{equation*}
\frac{1}{\bar{m}(t)^{2}} \frac{d}{d t} \bar{m}(t) \geq C_{0}-2 C_{1} t \tag{5.36}
\end{equation*}
$$

with

$$
C_{0}:=\frac{\bar{m}(0)^{\prime}}{\bar{m}(0)^{2}}=-\frac{\bar{M}(0)}{\bar{m}(0)}=-\left(\partial_{x} u_{0}\right)\left(x_{0}\right) .
$$

Combining this with (5.34) yields

$$
\begin{equation*}
\bar{M}(t)=-\frac{1}{\bar{m}(t)} \frac{d}{d t} \bar{m}(t) \leq-\bar{m}(t)\left(C_{0}-2 C_{1} t\right) . \tag{5.37}
\end{equation*}
$$

Integrating (5.36) again on $[0, t]$ implies

$$
\begin{equation*}
\frac{1}{\bar{m}(t)}-\frac{1}{\bar{m}(0)} \leq C_{1} t^{2}-C_{0} t, \tag{5.38}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\frac{1}{\bar{m}(t)} \leq C_{1}\left(t^{2}-\frac{C_{0}}{C_{1}} t+\frac{1}{C_{1} \bar{m}(0)}\right)=C_{1}\left(t^{2}-\frac{C_{0}}{C_{1}} t+\frac{1}{2 C_{1} m_{0}\left(x_{0}\right)}\right) . \tag{5.39}
\end{equation*}
$$

The quadratic equation

$$
t^{2}-\frac{C_{0}}{C_{1}} t+\frac{1}{2 C_{1} m_{0}\left(x_{0}\right)}=0
$$

has two roots:

$$
t^{*}:=\frac{C_{0}}{2 C_{1}}-\frac{1}{2} \sqrt{\left(\frac{C_{0}}{C_{1}}\right)^{2}-\frac{2}{C_{1} m_{0}\left(x_{0}\right)}}, \quad t_{*}:=\frac{C_{0}}{2 C_{1}}+\frac{1}{2} \sqrt{\left(\frac{C_{0}}{C_{1}}\right)^{2}-\frac{2}{C_{1} m_{0}\left(x_{0}\right)}},
$$

Assumption (5.28) implies

$$
\begin{equation*}
\left(\frac{C_{0}}{C_{1}}\right)^{2}>\frac{2}{C_{1} m_{0}\left(x_{0}\right)}, \quad \text { hence } \quad 0<t^{*}<\frac{C_{0}}{2 C_{1}}<t_{*} . \tag{5.40}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
0 \leq \frac{1}{\bar{m}(t)} \leq C_{1}\left(t-t^{*}\right)\left(t-t_{*}\right) \tag{5.41}
\end{equation*}
$$

From this, we may find a time $0<T_{0} \leq t^{*}$ such that

$$
m(t) \longrightarrow+\infty, \quad \text { as } \quad t \longrightarrow T_{0} \leq t^{*}
$$

which, by (5.37), implies that

$$
M(t) \longrightarrow-\infty, \quad \text { as } \quad t \longrightarrow T_{0} \leq t^{*}
$$

Therefore,

$$
\begin{equation*}
\inf _{x \in \mathbb{R}} M(t, x) \leq M(t) \longrightarrow-\infty, \quad \text { as } \quad t \longrightarrow T_{0} \leq t^{*} \tag{5.42}
\end{equation*}
$$

which, in view of Theorem 4.3, implies that the solution $m(t, x)$ blows up at the time $T_{0}$.

Having established wave breaking results for (3.1) as above, attention is given to blow-up rate for the solution. In fact, owing to (5.37) and (5.41), we derive that for all $0<t<T_{0}$

$$
\begin{align*}
\left(T_{0}-t\right) \inf _{x \in \mathbb{R}} M(t, x) & \leq\left(T_{0}-t\right) M(t) \leq-\left(T_{0}-t\right) \bar{m}(t)\left(C_{0}-2 C_{1} t\right) \\
& \leq\left(T_{0}-t\right) \frac{1}{C_{1}\left(t-t^{*}\right)\left(t-t_{*}\right)}\left(2 C_{1} t-C_{0}\right)  \tag{5.43}\\
& \leq \frac{2\left(T_{0}-t\right)}{\left(t-t^{*}\right)\left(t-t_{*}\right)}\left(t-\frac{C_{0}}{2 C_{1}}\right)
\end{align*}
$$

which leads to (5.30) when $T_{0}=t^{*}$. Therefore, we end the proof of Theorem 5.2.
Remark 5.3. The equation in (3.1) is invariant under the inverse transformation, that is, if $u(t, x)$ solves (3.1) with initial data $u_{0}(x)$, so does $-u(t, x)$ with initial data $-u_{0}(x)$.

Thanks to Remarks 5.3, 5.1 and the proof of Theorem 5.2, we may readily derive the following wave-breaking result.

Theorem 5.3. Let $m_{0} \in H^{s}(\mathbb{R}), s>1 / 2$ and $T>0$ be the maximal time of existence of the corresponding solution $m(t, x)$ to (3.1) with the initial data $m_{0}$. Assume that $m_{0}(x)=$ $\left(1-\partial_{x}^{2}\right) u_{0} \leq 0$ for all $x \in \mathbb{R}$, and $m_{0}\left(x_{0}\right)<0$ for some $x_{0} \in \mathbb{R}$, and

$$
\begin{equation*}
\partial_{x} u_{0}\left(x_{0}\right)>\left(\frac{\sqrt{2}\left\|u_{0}\right\|_{H^{1}}^{3}}{-m_{0}\left(x_{0}\right)}\right)^{\frac{1}{2}} \tag{5.44}
\end{equation*}
$$

Then the solution $m(t, x)$ blows up at some time $T_{0}$ with

$$
\begin{equation*}
T_{0} \leq t^{*}:=\frac{\partial_{x} u_{0}\left(x_{0}\right)}{\sqrt{2}\left\|u_{0}\right\|_{H^{1}}^{3}}-\frac{1}{2} \sqrt{\left(\frac{\sqrt{2} \partial_{x} u_{0}\left(x_{0}\right)}{\left\|u_{0}\right\|_{H^{1}}^{3}}\right)^{2}+\frac{2 \sqrt{2}}{\left\|u_{0}\right\|_{H^{1}}^{3} m_{0}\left(x_{0}\right)}} . \tag{5.45}
\end{equation*}
$$

Moreover when $T_{0}=t^{*}$, the following estimate of the blow-up rate holds

$$
\begin{equation*}
\lim \inf _{t \rightarrow T_{0}^{-}}\left(\left(T_{0}-t\right) \inf _{x \in \mathbb{R}} M(t, x)\right) \leq-1 \tag{5.46}
\end{equation*}
$$

Remark 5.4. It is well known [10] that if the initial data $u_{0} \in H^{3}(\mathbb{R})$ and $m_{0}=\left(1-\partial_{x}^{2}\right) u_{0}$ does not change sign, then the corresponding solution to the CH equation exists globally. While Theorem 5.2 and Remark 5.3 show that, even if the initial potential $m_{0}$ does not change sign, equation (3.1) may blow-up in finite time.

## 6. PEAKED SOLUTIONS IN THE CASE $\gamma=0$

In this section, we discuss the existence of single and multi-peakon solutions to the modified CH equation (1.1) with $\gamma=0$. Recall first that the single peakon of the CH equation (1.5) with $\gamma=0$ is given by

$$
u(t, x)=c e^{-|x-c t|}, \quad c \in \mathbb{R}
$$

Multi-peakon solutions have the form

$$
\begin{equation*}
u(t, x)=\sum_{i=1}^{N} p_{i}(t) e^{-\left|x-q_{i}(t)\right|} \tag{6.1}
\end{equation*}
$$

where $p_{i}(t)$ and $q_{i}(t), i=1,2, \cdots, N$ satisfy the following Hamiltonian system of ordinary differential equations:

$$
\begin{align*}
q_{i}^{\prime}(t) & =\sum_{j=1}^{N} p_{j} e^{-\left|q_{i}-q_{j}\right|}, \quad i=1,2, \cdots, N, \\
p_{i}^{\prime}(t) & =\sum_{j=1}^{N} p_{i} p_{j} \operatorname{sign}\left(q_{i}-q_{j}\right) e^{-\left|q_{i}-q_{j}\right|}, \tag{6.2}
\end{align*}
$$

which has the canonical symplectic structure and Hamiltonian function

$$
\begin{equation*}
H=\frac{1}{2} \sum_{i, j=1}^{N} p_{i}(t) p_{j}(t) e^{-\left|q_{i}(t)-q_{j}(t)\right|} . \tag{6.3}
\end{equation*}
$$

A rigorous analysis of the Hamiltonian system (6.2) can be found in [30]. It is worth mentioning that the Novikov equation also admits multi-peakons [34, 35]. The amplitudes of the multi-peakons of both the CH equation and the Novikov equation depend on time. Interestingly, as we now show, the amplitudes of multi-peakons for (3.1) with $\gamma=0$ are independent of time.

Theorem 6.1. For any $a \neq 0$, the peaked functions of the form

$$
\begin{equation*}
u_{a}(t, x)=a e^{-|x-c t|}, \quad \text { where } \quad c=\frac{2}{3} a^{2} \tag{6.4}
\end{equation*}
$$

is a global weak solution to (3.1) with $\gamma=0$, in the sense of Definition 3.2.
Remark 6.1. Note that all peakons (6.4) move with positive wave speed, $c>0$. Each positive wave speed has a peakon and anti-peakon of opposite amplitudes: $a= \pm \sqrt{3 c / 2}$.

Remark 6.2. At each time $t \geq 0$, the peaked solutions $u_{a}(t, \cdot)$ belong to the Lipschitz space $W^{1, \infty}(\mathbb{R})$. However, we do not know whether general initial data in the space $W^{1, \infty}(\mathbb{R})$ produces a global weak solution. It's also not clear whether there is a global weak solution belonging to the space $W_{\text {loc }}^{1,3}(\mathbb{R})$ but not in $W^{1, \infty}(\mathbb{R})$, even for special initial data. Resolving these questions is a goal of our future work.

Proof of Theorem 6.1. We first claim that, for all $t \in \mathbb{R}^{+}$,

$$
\begin{equation*}
\partial_{x} u_{a}(t, x)=-\operatorname{sign}(x-c t) u_{a}(t, x) \tag{6.5}
\end{equation*}
$$

in the sense of distribution $\mathcal{S}^{\prime}(\mathbb{R})$. Clearly (6.5) belongs to $L^{\infty}(\mathbb{R})$. Moreover, for any test function $\varphi(\cdot) \in C_{c}^{\infty}(\mathbb{R})$, using integration by parts,

$$
\begin{aligned}
& \int_{\mathbb{R}} \operatorname{sign}(y) e^{-|y|} \varphi(y) d y=-\int_{-\infty}^{0} e^{y} \varphi(y) d y+\int_{0}^{+\infty} e^{-y} \varphi(y) d y \\
& \quad=-\varphi(0)+\int_{-\infty}^{0} e^{y} \varphi^{\prime}(y) d y+\varphi(0)+\int_{0}^{+\infty} e^{-y} \varphi^{\prime}(y) d y=\int_{\mathbb{R}} e^{-|y|} \varphi^{\prime}(y) d y
\end{aligned}
$$

which proves the claim.
Let us now set $u_{0, c}(x):=u_{a}(0, x)$ for $x \in \mathbb{R}$. Then

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left\|u_{a}(t, \cdot)-u_{0, c}(\cdot)\right\|_{W^{1, \infty}}=0 \tag{6.6}
\end{equation*}
$$

As in (6.5), we have

$$
\begin{equation*}
\partial_{t} u_{a}(t, x)=c \operatorname{sign}(x-c t) u_{a}(t, x) \in L^{\infty}(\mathbb{R}) \quad \text { for all } \quad t \geq 0 \tag{6.7}
\end{equation*}
$$

Hence, using (6.6), (6.5), (6.7), and integration by parts, we deduce from that, for every test function $\varphi(t, x) \in C_{c}^{\infty}([0,+\infty) \times \mathbb{R})$,

$$
\begin{align*}
\int_{0}^{+\infty} \int_{\mathbb{R}} & \left(u_{a} \partial_{t} \varphi+\frac{1}{3} u_{a}^{3} \partial_{x} \varphi+\frac{1}{3}\left(\partial_{x} u_{a}\right)^{3} \varphi\right) d x d t+\int_{\mathbb{R}} u_{a}(0, x) \varphi(0, x) d x \\
& =-\int_{0}^{+\infty} \int_{\mathbb{R}} \varphi\left(\partial_{t} u_{a}+u_{a}^{2} \partial_{x} u_{a}-\frac{1}{3}\left(\partial_{x} u_{a}\right)^{3}\right) d x d t  \tag{6.8}\\
& =-\int_{0}^{+\infty} \int_{\mathbb{R}} \varphi \operatorname{sign}(x-c t) u_{a}\left(c-\frac{2}{3} u_{a}^{2}\right) d x d t
\end{align*}
$$

On the other hand, using (3.3),

$$
\begin{align*}
\int_{0}^{+\infty} & \int_{\mathbb{R}}\left[\left(1-\partial_{x}^{2}\right)^{-1}\left(\frac{2}{3} u_{a}^{3}+u_{a}\left(\partial_{x} u_{a}\right)^{2}\right) \partial_{x} \varphi-\frac{1}{3}\left(1-\partial_{x}^{2}\right)^{-1}\left(\partial_{x} u_{a}\right)^{3} \varphi\right] d x d t \\
& =-\int_{0}^{+\infty} \int_{\mathbb{R}}\left[\varphi \partial_{x} p *\left(u_{a}\left(\partial_{x} u_{a}\right)^{2}\right)+\varphi p *\left(2 u_{a}^{2} \partial_{x} u_{a}+\frac{1}{3}\left(\partial_{x} u_{a}\right)^{3}\right)\right] d x d t \tag{6.9}
\end{align*}
$$

We calculate from (6.5) that

$$
2 u_{a}^{2} \partial_{x} u_{a}+\frac{1}{3}\left(\partial_{x} u_{a}\right)^{3}=-2 \operatorname{sign}(x-c t) u_{a}^{3}-\frac{1}{3}(\operatorname{sign}(x-c t))^{3} u_{a}^{3}=\frac{7}{9} \partial_{x}\left(u_{a}^{3}\right)
$$

which together with (6.9) leads to

$$
\begin{align*}
\int_{0}^{+\infty} \int_{\mathbb{R}} & {\left[\left(1-\partial_{x}^{2}\right)^{-1}\left(\frac{2}{3} u_{a}^{3}+u_{a}\left(\partial_{x} u_{a}\right)^{2}\right) \partial_{x} \varphi-\frac{1}{3}\left(1-\partial_{x}^{2}\right)^{-1}\left(\partial_{x} u_{a}\right)^{3} \varphi\right] d x d t } \\
& =-\int_{0}^{T} \int_{\mathbb{R}} \varphi \cdot \partial_{x} p *\left(u_{a}\left(\partial_{x} u_{a}\right)^{2}+\frac{7}{9} u_{a}^{3}\right) d x d t \tag{6.10}
\end{align*}
$$

Notice from (6.5) that $\partial_{x} p(x)=-\frac{1}{2} \operatorname{sign}(x) e^{-|x|}$ for $x \in \mathbb{R}$, we have

$$
\begin{array}{rl}
\partial_{x} p & *\left(u_{a}\left(\partial_{x} u_{a}\right)^{2}+\frac{7}{9} u_{a}^{3}\right)(t, x) \\
\quad=-\frac{1}{2} \int_{-\infty}^{+\infty} \operatorname{sign}(x-y) e^{-|x-y|}\left(\frac{7}{9}+\operatorname{sign}^{2}(y-c t)\right) \frac{3 c}{2} \sqrt{\frac{3 c}{2}} e^{-3|y-c t|} d y d t \tag{6.11}
\end{array}
$$

When $x>c t$, we split the right hand side of (6.11) into the following three parts:

$$
\begin{align*}
& \partial_{x} p *\left(u_{a}\left(\partial_{x} u_{a}\right)^{2}+\frac{7}{9} u_{a}^{3}\right)(t, x) \\
& =-\frac{3 c}{4} \sqrt{\frac{3 c}{2}}\left(\int_{-\infty}^{c t}+\int_{c t}^{x}+\int_{x}^{+\infty}\right) \operatorname{sign}(x-y) e^{-|x-y|}\left(\frac{7}{9}+\operatorname{sign}^{2}(y-c t)\right) e^{-3|y-c t|} d y \\
& =: I_{1}+I_{2}+I_{3} \tag{6.12}
\end{align*}
$$

We directly compute $I_{1}$ as follows:

$$
\begin{align*}
I_{1} & =-\frac{3 c}{4} \sqrt{\frac{3 c}{2}} \int_{-\infty}^{c t} \frac{16}{9} e^{-(x-y)} e^{3(y-c t)} d y \\
& =-\frac{4 c}{3} \sqrt{\frac{3 c}{2}} e^{-(x+3 c t)} \int_{-\infty}^{c t} e^{4 y} d y=-\frac{c}{3} \sqrt{\frac{3 c}{2}} e^{c t-x} \tag{6.13}
\end{align*}
$$

In a similar manner,

$$
\begin{align*}
I_{2} & =-\frac{3 c}{4} \sqrt{\frac{3 c}{2}} \int_{c t}^{x} \frac{16}{9} e^{-(x-y)} e^{-3(y-c t)} d y \\
& =-\frac{4 c}{3} \sqrt{\frac{3 c}{2}} e^{-(x-3 c t)} \int_{c t}^{x} e^{-2 y} d y=-\frac{2 c}{3} \sqrt{\frac{3 c}{2}}\left(e^{c t-x}-e^{3(c t-x)}\right) \tag{6.14}
\end{align*}
$$

and

$$
\begin{align*}
I_{3} & =\frac{3 c}{4} \sqrt{\frac{3 c}{2}} \int_{x}^{+\infty} \frac{16}{9} e^{x-y} e^{-3(y-c t)} d y  \tag{6.15}\\
& =\frac{4 c}{3} \sqrt{\frac{3 c}{2}} e^{(x+3 c t)} \int_{x}^{+\infty} e^{-4 y} d y=\frac{c}{3} \sqrt{\frac{3 c}{2}} e^{3(c t-x)}
\end{align*}
$$

Plugging (6.13)-(6.15) into (6.12), we deduce that for $x>c t$

$$
\begin{equation*}
\partial_{x} p *\left(u_{a}\left(\partial_{x} u_{a}\right)^{2}+\frac{7}{9} u_{a}^{3}\right)(t, x)=c \sqrt{\frac{3 c}{2}}\left(e^{3(c t-x)}-e^{c t-x}\right) \tag{6.16}
\end{equation*}
$$

While for the case $x \leq c t$, we split the right hand side of (6.11) into the following three parts:

$$
\begin{align*}
& \partial_{x} p *\left(u_{a}\left(\partial_{x} u_{a}\right)^{2}+\frac{7}{9} u_{a}^{3}\right)(t, x) \\
& =-\frac{3 c}{4} \sqrt{\frac{3 c}{2}}\left(\int_{-\infty}^{x}+\int_{x}^{c t}+\int_{c t}^{+\infty}\right) \operatorname{sign}(x-y) e^{-|x-y|}\left(\frac{7}{9}+\operatorname{sign}^{2}(y-c t)\right) e^{-3|y-c t|} d y \\
& =: I I_{1}+I I_{2}+I I_{3} \tag{6.17}
\end{align*}
$$

For $I I_{1}$, a direct computation gives rise to

$$
\begin{align*}
I I_{1} & =-\frac{3 c}{4} \sqrt{\frac{3 c}{2}} \int_{-\infty}^{x} \frac{16}{9} e^{-(x-y)} e^{3(y-c t)} d y  \tag{6.18}\\
& =-\frac{4 c}{3} \sqrt{\frac{3 c}{2}} e^{-(x+3 c t)} \int_{-\infty}^{x} e^{4 y} d y=-\frac{c}{3} \sqrt{\frac{3 c}{2}} e^{3(x-c t)}
\end{align*}
$$

Similarly, one obtains

$$
\begin{align*}
I I_{2} & =\frac{3 c}{4} \sqrt{\frac{3 c}{2}} \int_{x}^{c t} \frac{16}{9} e^{x-y} e^{3(y-c t)} d y \\
& =\frac{4 c}{3} \sqrt{\frac{3 c}{2}} e^{x-3 c t} \int_{x}^{c t} e^{2 y} d y=\frac{2 c}{3} \sqrt{\frac{3 c}{2}}\left(e^{x-c t}-e^{3(x-c t)}\right) \tag{6.19}
\end{align*}
$$

and

$$
\begin{align*}
I I_{3} & =\frac{3 c}{4} \sqrt{\frac{3 c}{2}} \int_{c t}^{+\infty} \frac{16}{9} e^{x-y} e^{-3(y-c t)} d y  \tag{6.20}\\
& =\frac{4 c}{3} \sqrt{\frac{3 c}{2}} e^{(x+3 c t)} \int_{c t}^{+\infty} e^{-4 y} d y=\frac{c}{3} \sqrt{\frac{3 c}{2}} e^{x-c t}
\end{align*}
$$

Plugging (6.18)-(6.20) into (6.7), we deduce that for $x \leq c t$

$$
\begin{equation*}
\partial_{x} p *\left(u_{a}\left(\partial_{x} u_{a}\right)^{2}+\frac{7}{9} u_{a}^{3}\right)(t, x)=-c \sqrt{\frac{3 c}{2}}\left(e^{3(x-c t)}-e^{x-c t}\right) \tag{6.21}
\end{equation*}
$$

On the other hand, using the definition of $u_{a}$,

$$
\operatorname{sign}(x-c t) u_{a}\left(c-\frac{2}{3} u_{a}^{2}\right)(t, x)=\left\{\begin{array}{l}
-c \sqrt{\frac{3 c}{2}}\left(e^{3(c t-x)}-e^{c t-x}\right), \quad \text { for } \quad x>c t \\
c \sqrt{\frac{3 c}{2}}\left(e^{3(x-c t)}-e^{x-c t}\right), \quad \text { for } \quad x \leq c t
\end{array}\right.
$$

which along with (6.16) and (6.21) yields

$$
\begin{equation*}
\partial_{x} p *\left[u_{a}\left(\partial_{x} u_{a}\right)^{2}+\frac{7}{9} u_{a}^{3}\right](t, x)+\operatorname{sign}(x-c t)\left[u_{a}\left(c-\frac{2}{3} u_{a}^{2}\right)\right](t, x)=0 \tag{6.22}
\end{equation*}
$$

for all $(t, x) \in \mathbb{R}^{+} \times \mathbb{R}$. Therefore, in view of (6.8), (6.11) and (6.22), we conclude that

$$
\begin{aligned}
\int_{0}^{+\infty} \int_{\mathbb{R}}\left(u_{a} \partial_{t} \varphi\right. & +\frac{1}{3} u_{a}^{3} \partial_{x} \varphi+\frac{1}{3}\left(\partial_{x} u_{a}\right)^{3} \varphi+\left(1-\partial_{x}^{2}\right)^{-1}\left(\frac{2}{3} u_{a}^{3}+u\left(\partial_{x} u_{a}\right)^{2}\right) \partial_{x} \varphi \\
& \left.-\frac{1}{3}\left(1-\partial_{x}^{2}\right)^{-1}\left(\partial_{x} u_{a}\right)^{3} \varphi\right) d x d t+\int_{\mathbb{R}} u_{a}(0, x) \varphi(0, x) d x=0
\end{aligned}
$$

for every test function $\varphi(t, x) \in C_{c}^{\infty}([0,+\infty) \times \mathbb{R})$, which completes the proof of Theorem 6.1.

We now derive the multipeakon solutions of equation (3.1). Assume that equation (3.1) with $\gamma=0$ has an $N$-peakon solution of the form (6.1). It follows from Definition 3.2 that for any $\varphi(t, x) \in C_{c}^{\infty}([0, \infty) \times \mathbb{R})$, the solution (6.1) satisfies
$\int_{0}^{\infty} \int_{\mathbb{R}}\left[u_{t}+\left(u^{2}-\frac{1}{3} u_{x}^{2}\right) u_{x}+\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}\left(\frac{2}{3} u^{3}+u u_{x}^{2}\right)+\frac{1}{3}\left(1-\partial_{x}^{2}\right)^{-1} u_{x}^{3}\right] \varphi(x) d x d t=0$,
which is equivalent to the equation

$$
\begin{equation*}
\int_{0}^{\infty} \int_{\mathbb{R}}\left[u_{t}\left(\psi-\psi_{x x}\right)+\frac{1}{3}\left(u^{3} \psi_{x x x}+u_{x}^{3} \psi_{x x}\right)-u\left(u^{2}+u_{x}^{2}\right) \psi_{x}\right] d x d t=0 \tag{6.23}
\end{equation*}
$$

where $\varphi=\psi-\psi_{x x}, \psi(x) \in C_{c}^{\infty}([0, \infty) \times \mathbb{R})$.
A straightforward computation gives

$$
\begin{aligned}
I_{1}= & \int_{0}^{\infty} \int_{\mathbb{R}} u_{t}\left(\psi-\psi_{x x}\right) d x d t \\
= & \sum_{j=1}^{N} \int_{0}^{\infty} \int_{-\infty}^{q_{j}(t)}\left(p_{j}^{\prime}-p_{j} q_{j}^{\prime}\right) e^{x-q_{j}}\left(\psi-\psi_{x x}\right) d x d t \\
& +\sum_{j=1}^{N} \int_{0}^{\infty} \int_{q_{j}}^{\infty}\left(p_{j}^{\prime}+p_{j} q_{j}^{\prime}\right) e^{-\left(x-q_{j}\right)}\left(\psi-\psi_{x x}\right) d x d t \\
= & 2 \int_{0}^{\infty} \sum_{j=1}^{N}\left(p_{j}^{\prime} \psi\left(q_{j}\right)+p_{j} q_{j}^{\prime} \psi_{x}\left(q_{j}\right)\right) d t \\
I_{2}= & \int_{0}^{\infty} \int_{\mathbb{R}}\left[\frac{1}{3}\left(u^{3} \psi_{x x x}+u_{x}^{3} \psi_{x x}\right)-u\left(u^{2}+u_{x}^{2}\right) \psi_{x}\right] d x d t \\
= & \int_{0}^{\infty}\left(\int_{-\infty}^{q_{1}}+\sum_{j=1}^{N-1} \int_{q_{j}}^{q_{j+1}}+\int_{q_{N}}^{\infty}\right)\left[\frac{1}{3}\left(u^{3} \psi_{x x x}+u_{x}^{3} \psi_{x x}\right)-u\left(u^{2}+u_{x}^{2}\right) \psi_{x}\right] d x d t \\
= & \left.2 \int_{0}^{\infty} \sum_{j=1}^{N} p_{j}\left(-\frac{2}{3} p_{j}^{3}-2 \sum_{i=1}^{N} p_{j} p_{i} e^{-\left|q_{i}-q_{j}\right|}-4 \sum_{1 \leq k<j, j<i \leq N} p_{k} p_{i} e^{-\left|q_{k}-q_{i}\right|}\right)\right) \psi_{x}\left(q_{j}\right) d t .
\end{aligned}
$$

Substituting the preceding expressions into (6.23), we obtain the following system

$$
\begin{align*}
p_{j}^{\prime} & =0 \\
q_{j}^{\prime} & =\frac{2}{3} p_{j}^{2}+2 \sum_{i=1}^{N} p_{j} p_{i} e^{-\left|q_{i}-q_{j}\right|}+4 \sum_{1 \leq k<j, j<i \leq N} p_{k} p_{i} e^{-\left|q_{k}-q_{i}\right|} . \tag{6.24}
\end{align*}
$$

For $N=2$, the system (6.24) can be easily integrated. In this case, without loss of generality, assume $q_{1}(t)<q_{2}(t)$, we obtain the general solution of system (6.24) given by

$$
\begin{align*}
& p_{1}=\sqrt{\frac{3}{2} c_{1}}, \quad p_{2}=\sqrt{\frac{3}{2} c_{2}} \\
& q_{1}=c_{1} t+\frac{3 \sqrt{c_{1} c_{2}}}{c_{1}-c_{2}} e^{\left(c_{1}-c_{2}\right)\left(t-t_{0}\right)}+x_{0},  \tag{6.25}\\
& q_{2}=c_{2} t+\frac{3 \sqrt{c_{1} c_{2}}}{c_{1}-c_{2}} e^{\left(c_{1}-c_{2}\right)\left(t-t_{0}\right)}+x_{0}+\left(c_{2}-c_{1}\right) t_{0}
\end{align*}
$$

where $c_{1}<c_{2}$, and $x_{0}$ and $t_{0}$ are integration constants, which describe translation invariance for $x$ and $t$. Setting $x_{0}=t_{0}=0$, we derive two-peakon solutions of the modified CH equation in the explicit form

$$
\begin{aligned}
u(t, x)=\sqrt{\frac{3}{2} c_{1}} & \exp \left\{-\left|x-c_{1} t-\frac{3 \sqrt{c_{1} c_{2}}}{c_{1}-c_{2}} e^{\left(c_{1}-c_{2}\right) t}\right|\right\} \\
& +\sqrt{\frac{3}{2} c_{2}} \exp \left\{-\left|x-c_{2} t-\frac{3 \sqrt{c_{1} c_{2}}}{c_{1}-c_{2}} e^{\left(c_{1}-c_{2}\right) t}\right|\right\} .
\end{aligned}
$$

As $t \rightarrow \infty$, the two peakons separate:

$$
u(t, x) \approx \sqrt{\frac{3}{2} c_{1}} e^{-\left|x-c_{1} t\right|}+\sqrt{\frac{3}{2} c_{2}} e^{-\left|x-c_{2} t\right|},
$$

whereas when $t \rightarrow-\infty$, the peakons separate and go off to $\infty$ at an exponentially increasing rate.

Representative profiles of a single peakon and a double peakon solution are plotted in Figures 1 and 2, respectively.
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