
 

Math 5251 HuffmanCoding 3 4

It turns outthatgiventhe source
word

probabilities p pm for we wi s win

we can easily find an n aryencoding

f W I thatachieves the minimum

for avglength f via Huffmancoding

Let's

describethe binary case first

4 10 n

prove that it
achievesthe minimum

then explainhow to modify it for n any



Binary Huffman encoding algorithm
Assumeby re indexing that

Pa Pa 2pm Pm Pm

and recursively define f W on

by induction on m

If m 2 so We un wa encode flu o

flag 1
BASECASE probabilities pi Pa

If m 2 build a Huffmanencoding
for a source W wi us wins wins

with probabilities Pa Pa s Pms Pmtpm

and then tack on an extra 0 to fwm
and an extra n

i e flu few if 5 1,3 m 2

flume o if i m I
f wine if i m

Usuallythis isvisualized via binary Huffmantrees

reading ode words as paths from root to leaves



fla O

EXAMPLES ae
flat noo paths

from
G We A B C D root

9 toleaves

probabilities 4225242410
p P BadItthese É

sgiving

IC HD

W A CD B o n
fCD 10

42 addhftnes.ee
39 1,3

giving

I
W A BCD mm grit

42242 been2 A BCD
42 42

FCA 0
FIBCD I



2 Ifsomepi
coincide cortheir o

o

sums coincide thethffman
encodingmaynot beunique e.g

O 1 o n

o r F'D É
W AB C D t

B ofs EE
O

O 1I a
0 1 DE

W DE A BC
0 1 A

4524524241
B C R

O 1
WILDE BC A a

2352 0 1 DE

BC A

1 a

W ABC DE o n

3 245 ABC DE



BETTER EXAMPLE of non uniqueness

W A B C D
hastwopossible binary
Huffmantree structures

probs t t t t having different codewordlengths

but necessarily same avg length

I 1 9 1 la la la la 1,2 3,3

IB off anglength ha

hi In t t
5.1 1.2 1.3 13

24
3 3 2

C 100
D I 107

213 4013 Clr la ly ly 2,2 2,2

a
arglength haA B C D

D my

3 61.2 4.2

ha Ats 00 2
B to 01
Ct 10



THEOREM Let We was Win haveprobabilities Pm spin

and h W on anyHuffman encoding

Then a h is prefix so u d and

b for any
u d encoding f W 90n

avglength
h e avglength

f

so h achieves the minimum bounded in Shannon'sThm

EXAMPLE ThisHuffmanencoding has A I on
o 1

We AB C D E
8 8 8 ÉEo n I D E

Iz E

withlengths la la la la l 2,2 2,3 3

Whycan't we findsomething
shorter like 2,22,2 3

proofofTHEOREM

For la note that each Huffman codewordflu

is the labels on a pathfrom root to a leaf in thetree

So far can t be a prefixofanother flw else the

pathfrom the rootcontinues lower so itwasn't

stoppingat a leaf to read flu



For b assume that f W on is a a d encoding

achievingtheminimumofavglength f amongall
udencoding

We'llshow anglengthh e anglength
f in severalsteps

STEP 1 We can assume f is prefix notjust
u d

because of the Kraft McMillanTheorems
the

lengths ly lm for flail flum
satisfy Ehe s

and hence F a prefix codewiththe same lengths

STEP 2 We can assume after re indexing
that

if Pa Pa 2pm22pm i
2pm then

f has l I 12 E lm2s lm is lm

Otherwise ithi lie swapimagesf li flliti
of

creating a new ud f with smaller avglength f ÉPili

STEP 3 We can assume lmelm otherwise

if lmKlm then we candropthe last
letteroff wm

withoutruiningtheprefixproperty Why
and

making anglength f smaller



STEP 4 We can assume F some is m t suchthat

f wi and flu m have same length helm and

differ only in their lastdigit
f wi a 92 Al o

ffam anas de il

Inwhich case re index so that i m s

This is becauseotherwise we couldagaindrop
the

last letterof flu m without mining
the

prefixproperty why butreducingavglength
f

LAST INDUCTIVE STEP
on M

Create the smallerHuffmancode h W lon

forthe source withprobabilities PaPa PmsPmetpm

byremovingthefinal o from h winn from h om
W ABCD E

s s I
Similarlycreate the smallerprefix

code f W fon

forthat same source W

byremovingthefinal o from fwmn from f om



Note how avglength for h and h relate

iftheHuffmancodewordshave lengthsd e admitmilm

anglength h pit it pmitm atPIhiffjterm

avglength h p lit t pmstm.atputpm fi I
avglength h avglength h pm itpm

Similarly

Iavglength f avglength
fi pm itpm

This lets us prove avglength
h e anglength f

by induction on m IWI since it'seasy
to

check in the base casewhere m 2 so 44,39

and then in the inductivestep use

avglength h
s anglength f

togetherwiththetwoboxedfactsabove B



It's easy tomodifyHuffmancodingfor
an n anyalphabet 2 10 1,2 on

l

theHuffmantrees are
n any and builtby

grouping pipa pmmzpn mf e zpmepm

PRPZ.IPn.me IIImpi in W

The only issue is that n arytreeshavetheir
number of leaves I 1 mod n t

i e remainderof 1 on divisionby n 1

So one pads p 2 2pm m pi 2pm 0

g
withzeroes to make ME 1 mod n t

0
EXAMPLE O O O

n 3 Ternarytrees
have

number ofleaves In mod 29 89,000
8 I Éi e odd

9 7mod2
odd



EXAMPLE
V4 4 anytrees have

number ofleaves In mod 3
O

O 50 0 06

10 2030979888 9
11 12 13

13 1 mod3

EXAMPLE Morse code is aternary and pref
code f Wayyy

la space 2

Howwelldoes a ternaryHuffmancodeh W 0 1,2

beat itsavglength

Since n 26 I mod 2 need to add

an extrafake27th letterwithprobability pyo
then use acomputertobuildaternaryHuffmantree



Morse TernarycodeEnglish
lengths

Huffman
codeLetter Probability withspace lengthsaft

Ternary
Huffmancode
treestructure

o o o t O

5
06000000

0
000 000000 73 10

0000 00 4 5
o d o 15 2
o d o 6 2

o o tf
fakeaTetter
withprobabilityO

arglengthch 2.7

Morsecode
withfinalspace has

lengthtallies
tutstztu ts t6t7
0,2 4,8 12 0,0
arglengthCf 3.41



REMARK

Although a Huffmanencoding achieves
the

minimum for avglength f among
u d codes

it maynot get
as low as Shannon's Hegg

lowerbound But one way to improve
it is

is bygrouping source words We
wi own

into sequences W winwin wie
wit w

sent l at a time called the lth extensionofW

with PlainWiz Wie Pi Pi Pie

EXAMPLE W É É
has HW 3log F t log 4 a 0.811278

and binaryHuffmanencoding fat
o

f B s

withanglength f 34 it 44 1 1 7 0.811278
HW



But its 2ndextension

W AA AB BA BB

3 3 3 t 4 4 t
I 16 36 it

has binary Huffman encoding as shown

O 1
0 0716AA o n

916 0 04 16
AB o n

o o3
16 BA BB

3 16 16

so anglength f G 1 36 2 36 3 16 3

To Tho Eng Inn

76 1.6875

But it makes sense todividethis by 2 sincewe're
sending 2 words at a time

arg f
232 0.84375 muchcloser to

HW I 0.811278




