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Problem 3: Let the matrix $A$ be given by

$$
A=\left[\begin{array}{ccc}
2 & 1 & 3 \\
4 & -6 & -2 \\
-2 & 7 & 5
\end{array}\right]
$$

(a) Find an orthonormal basis for the column space of $A$.
(b) Next, let the vector $b$ be given by

$$
b=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]
$$

Find the orthogonal projection of this vector, $b$, onto column space of A.
Solution: The second part of this problem asks to find the projection of vector $b$ onto the column space of matrix $A$. In the following we solve this problem based on two methods. In the first method, we compute the orthonormal basis of the column space of matrix A and then project vector $b$ onto the computed orthonormal basis. In the second method, we use Theorem $3 L$ in our text [1] to find the projection matrix $P$ and then use this matrix to find the projection of vector $b$ onto the column space of matrix $A$.
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## 1 First Method

The orthonormal basis for the column space of matrix $A$ is

$$
q_{1}=\frac{1}{\sqrt{24}}\left[\begin{array}{c}
2 \\
4 \\
-2
\end{array}\right], q_{2}=\frac{1}{\sqrt{32}}\left[\begin{array}{l}
4 \\
0 \\
4
\end{array}\right]
$$

Thus the projection of vector $b$ onto the column space of $A$ is

$$
\begin{gathered}
b_{p}=\left(b^{T} q_{1}\right) q_{1}+\left(b^{T} q_{2}\right) q_{2} \\
b_{p}=\frac{6}{\sqrt{24}} q_{1}+\frac{4}{\sqrt{32}} q_{2}=\frac{6}{24}\left[\begin{array}{c}
2 \\
4 \\
-2
\end{array}\right]+\frac{4}{32}\left[\begin{array}{l}
4 \\
0 \\
4
\end{array}\right] \\
b_{p}=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]
\end{gathered}
$$

## 2 Second Method

Theorem 3L in our text says that if the columns of matrix $A$ are linearly independent, the projection of a vector, $b$, onto the column space of $A$ can be computed as

$$
\begin{gathered}
P=A\left(A^{T} A\right)^{-1} A^{T} \\
b_{p}=P b
\end{gathered}
$$

However, in this problem columns of matrix A are not linearly independent and therefore Theorem $3 L$ cannot be applied directly. We should notice that projection depends only on the span of the columns of matrix $A$, therefore we can compute the projection matrix by considering the independent columns of matrix $A$. To do so, we define matrix $B$ to be,

$$
B=\left[\begin{array}{cc}
2 & 1 \\
4 & -6 \\
-2 & 7
\end{array}\right]
$$

whose columns are the independent columns of matrix $A$. Now the projection matrix can be computed as

$$
\begin{gathered}
P=B\left(B^{T} B\right)^{-1} B^{T}=\left[\begin{array}{cc}
2 & 1 \\
4 & -6 \\
-2 & 7
\end{array}\right]\left(\left[\begin{array}{ccc}
2 & 4 & -2 \\
1 & -6 & 7
\end{array}\right]\left[\begin{array}{cc}
2 & 1 \\
4 & -6 \\
-2 & 7
\end{array}\right]\right)^{-1}\left[\begin{array}{ccc}
2 & 4 & -2 \\
1 & -6 & 7
\end{array}\right] \\
P=\left[\begin{array}{ccc}
\frac{2}{3} & \frac{1}{3} & \frac{1}{3} \\
\frac{1}{3} & \frac{2}{3} & \frac{-1}{3} \\
\frac{1}{3} & \frac{-1}{3} & \frac{2}{3}
\end{array}\right]
\end{gathered}
$$

Therefore, the projection of vector $b$ onto the column space of matrix $A$ is

$$
b_{p}=P b=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right]
$$
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