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Abstract

We study the existence of grain boundaries in the Swift-Hohenberg equation. The analysis relies

on a spatial dynamics formulation of the existence problem and a centre-manifold reduction. In

this setting, the grain boundaries are found as heteroclinic orbits of a reduced system of ODEs in

normal form. We show persistence of the leading-order approximation using transversality induced

by wavenumber selection.
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1 Introduction

When spatially periodic patterns emerge in isotropic pattern-forming systems, random initial conditions

often lead to patches of patterns with different orientation that are separated by sharp interfaces.

These interfaces play an important role in the selection of dominant wavenumbers, and their slow

dynamics often govern the long-time behaviour of systems far from equilibrium. In an analogy to

solid state physics, patches of uniformly oriented patterns correspond to crystallites and interfaces

separating different orientations are then referred to as grain boundaries. To fix ideas, consider the

Swift-Hohenberg equation

∂tu = −(1 + ∆)2u+ µu− u3, (1.1)

in which u depends upon two spatial variables (x, y) ∈ R2 and time t ∈ R, and where µ is a real

parameter. For µ > 0, small, one can readily show the existence of solutions ur(kx; k, µ) which are

spatially periodic ur(ξ; k, µ) = ur(ξ + 2π; k, µ), and even in ξ. Interpreting Swift-Hohenberg as a toy

model for instabilities in fluid systems such as Rayleigh-Bénard convection, in which such spatially

periodic patterns correspond to convection rolls, we refer to such patterns as roll solutions; see for

instance [1]. Roll solutions exist in the Swift-Hohenberg equation for µ > µ∗(k) = (1 − k2)2, µ ∼
0, k ∼ 1. Rotational isotropy guarantees the existence of a family of rotated roll solutions

uϕr (x, y; k) := ur(k(x cosϕ− y sinϕ); k, µ), (1.2)

with ϕ ∈ [0, 2π). Roll solutions are known to be stable for a range of wavenumbers and parameter

values,
√
µ/12 + O(µ) > k − 1 > −µ2/1024 + O(µ3/2); [1, 14, 17].

Near onset, Swift-Hohenberg and other pattern-forming systems are well approximated by modulation

equations that describe the evolution of the complex amplitude A of linear modes eix. At leading order

one finds the Newell-Whitehead-Segel equations [17, 21],

AT = (∂x − i∂yy)
2A+A−A|A|2. (1.3)

Of course, the evolution of rotated modes, ei(x cosϕ+y sinϕ) is governed by the same equation. Since the

initial conditions may lead to the presence of more than one, possibly a continuum of wavenumbers,

the evolution of systems like the Swift-Hohenberg equation near onset may well require several coupled

amplitude equations of the form (1.3), possibly even a continuum in some cases. Grain boundaries

have been studied within such a leading-order approximation [13]. Our approach starts with the Swift-

Hohenberg equation and finds coupled amplitude equations as leading-order terms in a particular

reduced system, allowing us to treat higher-order perturbations in a rigorous and systematic fashion.

We construct the grain boundaries as solutions to the equation (1.1) which are steady and periodic in

y with wavenumber k. Rescaling y, we find grain boundaries as solutions to

0 = −(1 + ∂2x + k2∂2y)2u+ µu− u3, ∂jyu(x, 0) = ∂jyu(x, 2π), j = 0, 1, 2, 3. (1.4)

Grain boundaries are particular solutions ugb(x, y) to (1.4) that converge to rotated roll solutions,

|ugb(x− x±, y)− uϕ±
r (x, y; k±)| → 0 for x→ ±∞. (1.5)

Here, the constants are suitable asymptotic phases x±, asymptotic angles ϕ±, and asymptotic wavenum-

bers k±. Convergence is in fact exponential, and uniform in y, also for y-derivatives. The asymptotic
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Figure 1.1: Plot of leading-order approximation to grain boundaries using the numerically computed heteroclinic

solution to (4.2) and the leading-order coordinates on the centre manifold. The left picture shows ϕ−−ϕ+ = 4π/5,

the right picture shows ϕ− − ϕ+ = 4π/11.

roll solutions uϕr were defined in (1.2). We also refer to Figure 2.1, below, for a schematic illustration

of the various angles and wavenumbers related to a grain boundary.

We study existence of such grain boundaries for µ small under two main assumptions:

• symmetry: ugb(x, y) = ugb(−x, y); in particular, ϕ+ = −ϕ−.

• non-small angles: the angle between asymptotic rolls is not small, ϕ− − ϕ+ > π/3.

We emphasize that both ϕ+ and ϕ− are well defined as angles of the rolls relative to the grain boundary

interface, since periodicity in y fixes the orientation of the interface, hence effectively factoring the

rotational symmetry. Symmetry also fixes the location x. Using translation in y, we can assume that

x± = 0.

Our main result states existence of such grain boundaries for small values of µ.

Theorem 1 For every angle ϕ−−ϕ+ = α ∈ (π/3, π) and µ sufficiently small, there exists a symmetric

grain boundary with nearby angle α+ O(µ) and asymptotic wavenumber k± = 1 + O(µ).

We computed the leading-order approximation on the centre manifold numerically using auto07p and

plotted the resulting leading-order approximations for grain boundaries in Figure 1.1.

Reducing formally to amplitude equations, grain boundaries have been studied in [13]. Subtle transi-

tions in the structure of grain boundaries have been analyzed within the phase-diffusion equation in

[3, 5]. An existence proof for grain boundaries with angle α = π − ε was given in [8]. Rather than

expanding near onset, µ ∼ 0, the analysis there is based on an expansion near a zigzag instability, for

fixed µ > 0, small. The analysis there generalizes easily to roll patterns near a zigzag instability far

from onset since only phase information, that is, response to local translations of the pattern, is used.

The leading-order description resembles a Cahn-Hilliard equation [2] and grain boundaries correspond

to explicit kink solutions in the Cahn-Hilliard equation. Since at leading order only the position and

orientation of rolls is modulated in these grain boundaries, they are commonly referred to as knee

solutions, emphasizing the bending aspect rather than the defect nature.

Our proof is based on a spatial-dynamics formulation, a centre-manifold reduction, normal form trans-

formations, and a perturbation analysis of a leading-order coupled mode reduced system. These tools
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have been extensively used to solve concrete problems arising in physics and natural sciences (e.g., see

[7, 11, 15, 16, 20] and the references therein). Spatial dynamics goes back to the work of Kirchgässner

[12]. It consists of studying a stationary problem by writing it as an evolutionary system in which

an unbounded spatial coordinate plays the role of the time-like variable. The resulting evolutionary

problem is typically ill-posed, but its small bounded solutions can be found by a centre-manifold re-

duction, which shows that this system is locally equivalent to a finite-dimensional reduced dynamical

system (e.g., see [7, 10, 15, 24]). Normal form theory provides an efficient way of studying this reduced

system, by transforming it to a simpler system containing a minimal number of nonlinear terms (e.g.,

see [7, 10, 25]). We emphasize that we do not rely on variational structure or the reflection symmetry

u 7→ −u: we exploit variational structure only at leading order, an artifact of the leading-order expan-

sion, and we use the fact that quadratic terms of a centre-manifold expansion vanish. We comment on

generalizations to other pattern-forming systems in the discussion.

Remark 1.1 Theorem 1 shows that grain boundaries select k±, the asymptotic wavenumbers. In fact,

k± = 1 to leading order for all values of the angle ϕ±. By this, we understand that grain boundaries

exist for arbitrary angle ϕ±, but specific wavenumbers k±. The proof of the theorem shows that these

grain boundaries are unique for a given angle in a certain sense. More precisely, there do not exist

solutions that are close to the solutions we find in Theorem 1 in a local topology, but that converge to

rolls with different wavenumbers.

Wavenumber selection by grain boundaries has been observed experimentally, in numerical simulations,

and in amplitude equation approximations (see [13] and references therein). Our analysis shows that

such a selection is valid beyond amplitude equation, a non-trivial aspect since the averaging procedure

in amplitude equations often introduces artificial symmetries.

Phenomenologically, one observes that at interfaces between patches of rolls with different orientations,

the wavenumber of the rolls adjusts to a selected wavenumber, first near the interface and then further

away in the far field. Establishing such dynamic selection mechanisms rigorously appears to be difficult.

Outline: We formulate the problem of existence as a heteroclinic-connection problem in a spatial

dynamics formulation and reduce the infinite-dimensional problem to a finite-dimensional ODE in

Section 2. Section 3 contains a sequence of normal form transformations that distill a coupled mode

problem at leading order. Section 4 shows existence and persistence of heteroclinic orbits and concludes

with the proof of our main theorem. We conclude with a short discussion.

2 Spatial dynamics and reduction

Dynamical system. We rewrite the equation for grain boundaries (1.4) as a first order system,

dU

dx
= A(µ, k)U + F(U), (2.1)

in which

U =


u

u1
v

v1

 , A(µ, k) =


0 1 0 0

−(1 + k2∂2y) 0 1 0

0 0 0 1

µ 0 −(1 + k2∂2y) 0

 , F(U) =


0

0

0

−u3

 .
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Figure 2.1: Orientation of rolls and wave vector relative to grain boundary interface and imposed boundary

conditions on the left. On the right, roll orientations compatible with the periodicity in y viewed in wavenumber

space, with k∗ > 1/2 on the left and k∗ < 1/2 on the right. Small circles on the unit circle show critical

wavenumbers that are compatible with the imposed periodicity in y.

We regard (2.1) as a dynamical system in the infinite-dimensional phase space

X = H3
per(0, 2π)×H2

per(0, 2π)×H1
per(0, 2π)× L2(0, 2π),

consisting of 2π-periodic functions, where

Hj
per(0, 2π) = {u ∈ Hj

loc(R) ; u(z + 2π) = u(z), ∀ z ∈ R}, j > 1.

The linear part A(µ, k) is a closed linear operator with dense domain

Y = H4
per(0, 2π)×H3

per(0, 2π)×H2
per(0, 2π)×H1

per(0, 2π),

and the nonlinear map F : Y → Y is smooth.

Choice of parameters. We fix the wavenumber k = k∗ such that

1

2
< k∗ < 1, (2.2)

and take µ as small bifurcation parameter. Since bifurcating rolls have wavenumber (kx, ky) =

(k0 cosϕ,−k0 sinϕ) with k0 ∼ 1, the above choice of k∗ = |ky| corresponds to angles π/6 < ϕ− =

−ϕ+ < π/2, implying a non-small angle α = ϕ− − ϕ+ > π/3 between grain boundaries. We note

here that this condition guarantees that only rolls with angles ϕ = ± arcsin(k∗) and ϕ = 0 are com-

patible with the periodic boundary conditions in y; see Figure 2.1. For k∗ 6 1/2, orientations with

ϕ = ± arcsin(2k∗) are compatible as well, conceivably leading to resonances as will become apparent

in the linear analysis below; see also the discussion.

We set

A∗ = A(0, k∗), B(µ) = A(µ, k∗)−A(0, k∗)

and write the system (2.1) in the form

dU

dx
= A∗U + B(µ)U + F(U). (2.3)
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Central space. The linear operator A∗ is closed in X , with dense and compactly embedded domain

Y. Then A∗ has compact resolvent, and its spectrum σ(A∗) is a purely point spectrum, only. The

eigenvalues ν of A∗ are determined by the dispersion relation,

ν2 = k2∗`
2 − 1, ` ∈ Z,

so that

σ(A∗) = {ν ∈ C ; ν2 = k2∗`
2 − 1, ` ∈ Z}.

Taking into account the restriction on non-small angles (2.2) this implies that

σ(A∗) ∩ iR = {±i,±ikx}, kx =
√

1− k2∗; (2.4)

see also Figure 2.1.

The eigenvalues ±i are geometrically simple and algebraically double. The generalized eigenspace

associated with the eigenvalue i is spanned by

E0(y) =


1

i

0

0

 , F0(y) =


0

1

2i

−2

 ,

which satisfy

A∗E0 = iE0, A∗F0 = iF0 + E0,

and the generalized eigenspace associated with the eigenvalue −i is spanned by the complex conjugated

vectors E0 and F0. The eigenvalues ±ikx are geometrically double and algebraically quadruple. The

generalized eigenspace associated with the eigenvalue ikx is spanned by

E±(y) =


1

ikx
0

0

 e±iy, F±(y) =


0

1

2ikx
−2k2x

 e±iy,

which satisfy

A∗E± = ikxE±, A∗F± = ikxF± + E±,

and the generalized eigenspace associated with the eigenvalue −ikx is spanned by the complex conju-

gated vectors E± and F±. We conclude that the central space Xc of the operator A∗, which is the

spectral subspace associated with the purely imaginary eigenvalues of A∗, is twelve-dimensional and

spanned by the vectors {E0, F0, E±, F±} and the complex conjugated vectors {E0, F0, E±, F±}.

We also need to compute the spectral projection Pc : X → Xc onto this spectral subspace. Denoting

by 〈·, ·〉 the scalar product in (L2(0, 2π))4, the spectral projection is given by

PcU =
∑

κ∈{0,±}

(
〈U,Ead

κ 〉Eκ + 〈U,F ad
κ 〉Fκ + 〈U,Ead

κ 〉Eκ + 〈U,F ad
κ 〉Fκ

)
,

where

〈Eκ, Ead
` 〉 = 〈Fκ, F ad

` 〉 = δκ`, 〈Fκ, Ead
` 〉 = 〈Eκ, F ad

` 〉 = 0, κ, ` ∈ {0,±},
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Aad
∗ F

ad
0 = −iF ad

0 , Aad
∗ E

ad
0 = −iEad

0 + F ad
0 , Aad

∗ F
ad
± = −ikxF

ad
± , Aad

∗ E
ad
± = −ikxE

ad
± + F ad

± ,

and Aad
∗ is the adjoint of A∗ with respect to the scalar product 〈·, ·〉,

Aad
∗ =


0 −(1 + k2∗∂

2
y) 0 0

1 0 0 0

0 1 0 −(1 + k2∗∂
2
y)

0 0 1 0

 .

A direct calculation gives

Ead
0 (y) =

1

8π


2

2i

0

i

 , F ad
0 (y) =

1

8π


0

0

i

−1

 ,

Ead
± (y) =

1

8πk3x


2k3x
2ik2x

0

i

 e±iy, F ad
± (y) =

1

8πk3x


0

0

ik2x
−kx

 e±iy.

Reduction to a centre manifold. In the next step, we perform a nonlinear reduction to a centre

manifold, capturing all small bounded solutions to (1.4) that are 2π-periodic in y, for small parame-

ters µ.

We want to apply the centre-manifold theorem to the system (2.3). By construction, the spectrum of

the restriction of A∗ to the space ( id − Pc)X satisfies

σ
(
A∗
∣∣
( id−Pc)X

)
⊂ {λ ∈ C ; |Reλ| > δ},

for some δ > 0. A direct calculation shows that the resolvent operator (iω −A∗)−1 satisfies∥∥(iω −A∗)−1
∥∥
L(( id−Pc)X )

6
C

1 + |ω|
, ∀ ω ∈ R,

with some positive constant C > 0. We can therefore apply the centre-manifold theorem (see for

instance [7, Section 2.2]) and conclude that there exist three neighbourhoods of the origin U ⊂ Xc,
V ⊂ ( id − Pc)Y, W ⊂ R and a map Ψ : U ×W → V of class Cm, for an arbitrary, but fixed m > 1,

such that the following hold. First, for any µ ∈ W, the bounded solutions of (2.3) with U(x) ∈ U × V,

for all x ∈ R, lie on the centre manifold given by the graph of Ψ(·, µ), that is,

U(x) = Uc(x) + Ψ(Uc(x), µ), ∀ x ∈ R. (2.5)

Moreover, the centre manifold is tangent to the centre eigenspace,

‖Ψ(Uc, µ)‖Y = O
(
|µ|‖Uc‖+ ‖Uc‖2

)
. (2.6)

Substituting (2.5) into (2.3) and projecting with Pc, we obtain the reduced system for Uc,

dUc
dx

= A∗Uc + Pc
(
B(µ)(Uc + Ψ(Uc, µ)) + F(Uc + Ψ(Uc, µ))

)
. (2.7)
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Reduced system. We compute the Taylor expansion up to order three of the vector field in the

reduced system (2.7). First, notice that the estimate (2.6) and the fact that the nonlinearity F is cubic

imply that
dUc
dx

= A∗Uc + Pc
(
B(µ)Uc + F(Uc)

)
+O(|µ|2‖Uc‖+ |µ|‖Uc‖2 + ‖Uc‖4). (2.8)

Next, using the basis of Xc constructed above, we set

Uc(x) =
∑

κ∈{0,±}

(
Aκ(x)Eκ +Bκ(x)Fκ +Aκ(x)Eκ +Bκ(x)Fκ

)
,

where Aκ, Bκ, κ ∈ {0,±} are complex-valued functions. A straightforward but lengthy calculation

gives the leading-order terms in the reduced system

dUc
dx

= A∗Uc + Pc
(
B(µ)Uc + F(Uc)

)
,

expressed in the basis (Aκ, Bκ), κ ∈ {0,±}, of the centre eigenspace,

A′0 = iA0 +B0 −
i

4

(
µa0 − a0(a20 + 6a+a+)

)
(2.9)

B′0 = iB0 −
1

4

(
µa0 − a0(a20 + 6a+a+)

)
A′+ = ikxA+ +B+ −

i

4k3x

(
µa+ − 3a+(a20 + a+a+)

)
B′+ = ikxB+ −

1

4k2x

(
µa+ − 3a+(a20 + a+a+)

)
A′− = ikxA− +B− −

i

4k3x

(
µa+ − 3a+(a20 + a+a+)

)
B′− = ikxB− −

1

4k2x

(
µa+ − 3a+(a20 + a+a+)

)
in which

a0 = A0 +A0, b0 = B0 +B0, a+ = A+ +A−, a− = A+ −A−, b+ = B+ +B−.

Symmetries The Swift-Hohenberg equation (1.4) possesses three reflection symmetries

y 7→ −y, x 7→ −x, u 7→ −u.

These symmetries are inherited by the dynamical system (2.1), and are preserved through the centre-

manifold reduction. As a consequence, the reduced system (2.7) inherits the induced symmetries. The

reflection y 7→ −y implies that the vector field in the reduced system (2.7) commutes with

S1(A0, B0, A+, B+, A−, B−) = (A0, B0, A−, B−, A+, B+),

and the reflection x 7→ −x implies that the vector field is reversible, i.e., it anticommutes with

R(A0, B0, A+, B+, A−, B−) = (A0,−B0, A−,−B−, A+,−B+).

The reflection u 7→ −u implies that the vector field in the reduced system (2.7) is odd in Uc, i.e., it

commutes with

S2(A0, B0, A+, B+, A−, B−) = −(A0, B0, A+, B+, A−, B−).
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As a consequence, the higher-order terms in the reduced system (2.8) are such that

dUc
dx

= A∗Uc + Pc
(
B(µ)Uc + F(Uc)

)
+O(|µ|2‖Uc‖+ |µ|‖Uc‖3 + ‖Uc‖5). (2.10)

Furthermore, as a consequence of the invariance of the Swift-Hohenberg equation (1.4) under transla-

tions in y, this reduced system is equivariant under the action of the circle group

Tφ(A0, B0, A+, B+, A−, B−) = (A0, B0, e
iφA+, e

iφB+, e
−iφA−, e

−iφB−), φ ∈ R/2πZ.

Remark 2.1 At this point, we exploited the symmetry u 7→ −u, which is not present in general pattern-

forming systems. It is not difficult to see, exploiting the normal form analysis in the following section,

that absence of quadratic terms is sufficient, that is, we only require this symmetry to leading order.

We comment on the effect of symmetry-breaking terms in Section 5.

3 Normal form transformations

In this section, we simplify (2.10) using a sequence of linear and nonlinear transformations. In a first

step, we simplify the cubic terms in (2.9). We then simplify the parameter dependence of the linear

part to arrive at a normal form that will be convenient for our study.

Cubic transformation. We consider the leading order of system (2.9) with µ = 0,

A′0 = iA0 +B0 +
i

4
a0(a

2
0 + 6a+a+) (3.1)

B′0 = iB0 +
1

4
a0(a

2
0 + 6a+a+)

A′+ = ikxA+ +B+ +
3i

4k3x
a+(a20 + a+a+)

B′+ = ikxB+ +
3

4k2x
a+(a20 + a+a+)

A′− = ikxA− +B− +
3i

4k3x
a+(a20 + a+a+)

B′− = ikxB− +
3

4k2x
a+(a20 + a+a+).

Lemma 3.1 There exist homogeneous polynomials Φ0,Ψ0,Φ±,Ψ± of degree three in the complex vari-

ables C = (C0, C±), D = (D0, D±), and their complex conjugates, such that the change of variables

A0 = C0 + Φ0(C,D,C,D), B0 = D0 + Ψ0(C,D,C,D), (3.2)

A± = C± + Φ±(C,D,C,D), B± = D± + Ψ±(C,D,C,D),
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is well-defined in a neighbourhood of the origin and transforms the system (3.1) into the normal form

C ′0 = iC0 +D0 +O((|C|+ |D|)5) (3.3)

D′0 = iD0 +
3

4
C0(|C0|2 + 2|C+|2 + 2|C−|2) +

3i

4
D0(|C0|2 + 2|C+|2 + 2|C−|2)

+
3i

4
C0

(
C0D0 + C0D0 + 2(C+D+ + C+D+) + 2(C−D− + C−D−)

)
+O((|C|+ |D|)5)

C ′+ = ikxC+ +D+ +O((|C|+ |D|)5)

D′+ = ikxD+ +
3

4k2x
C+(2|C0|2 + |C+|2 + 2|C−|2) +

3i

4k3x
D+(2|C0|2 + |C+|2 + 2|C−|2)

+
3i

4k3x
C+

(
2(C0D0 + C0D0) + C+D+ + C+D+ + 2(C−D− + C−D−)

)
+O((|C|+ |D|)5)

C ′− = ikxC− +D− +O((|C|+ |D|)5)

D′− = ikxD− +
3

4k2x
C−(2|C0|2 + 2|C+|2 + |C−|2) +

3i

4k3x
D−(2|C0|2 + 2|C+|2 + |C−|2)

+
3i

4k3x
C−
(
2(C0D0 + C0D0) + 2(C+D+ + C+D+) + C−D− + C−D−

)
+O((|C|+ |D|)5).

Proof. Denote by (F0, G0, F+, G+, F−, G−) and (0, N0, , N+, 0, N−) the cubic terms in the right hand

sides of the systems (3.1) and (3.3), respectively. Following the proof of the normal form theorem

(e.g., see [7, Section 3.1]), substituting (3.2) into (3.1), and taking into account (3.3) at order 3 in the

resulting equalities we find that the polynomials Φ0,Ψ0,Φ±,Ψ± satisfy the equations

(D − i)Φ0 = Ψ0 + F0, (D − i)Ψ0 = G0 −N0, (3.4)

(D − ikx)Φ± = Ψ± + F±, (D − ikx)Ψ± = G± −N±, (3.5)

in which

D = (iC0 +D0)
∂

∂C0
+ iD0

∂

∂D0
+ (ikxC+ +D+)

∂

∂C+
+ ikxD+

∂

∂D+

+(ikxC− +D−)
∂

∂C−
+ ikxD−

∂

∂D−
+ (−iC0 +D0)

∂

∂C0

− iD0
∂

∂D0

+(−ikxC+ +D+)
∂

∂C+

− ikxD+
∂

∂D+

+ (−ikxC− +D−)
∂

∂C−
− ikxD−

∂

∂D−
.

The polynomials Φ0,Ψ0,Φ±,Ψ± exist provided the right hand sides in the equations (3.4) and (3.5)

belong to the ranges of D − i and D − ikx, respectively.

We have

F0 =
i

4
P0, G0 =

1

4
P0,

with

P0 = C3
0 + 3C2

0C0 + 3C0C0
2

+ C0
3

+ 6(C0 + C0)(C+C+ + C+C− + C+C− + C−C−).

Notice that

(D − i)C3
0 = 2iC3

0 + 3C2
0D0, (D − i)C2

0D0 = 2iC2
0D0 + 2C0D

2
0,

(D − i)C0D
2
0 = 2iC0D

2
0 +D3

0, (D − i)D3
0 = 2iD3

0,

10



which implies that C3
0 belongs to the range of D − i. Similarly, we obtain that the monomials

C0C0
2
, C0

3
, C0C+C−, C0C+C−, C0C+C+, C0C+C−, C0C+C−, C0C−C−

also belong to the range of D − i, whereas the monomials

C2
0C0, C0C+C+, C0C−C−

do not belong to the range of D − i. Consequently, upon choosing

Ψ0 = −3i

4
C0(|C0|2 + 2|C+|2 + 2|C−|2) + Ψ̃0, (3.6)

with Ψ̃0 any element of the range of D − i, the polynomial Ψ0 + F0 belongs to the range of D − i, so

that there exists Φ0 satisfying the first equality in (3.4). Substituting (3.6) into the second equation in

(3.4) we find

(D − i)Ψ̃0 =
3i

4
C0

(
C0D0 + C0D0 + 2(C+D+ + C+D+) + 2(C−D− + C−D−)

)
+

3i

4
D0(|C0|2 + 2|C+|2 + 2|C−|2) +G0 −N0.

Taking

N0 =
3

4
C0(|C0|2 + 2|C+|2 + 2|C−|2) +

3i

4
D0(|C0|2 + 2|C+|2 + 2|C−|2)

+
3i

4
C0

(
C0D0 + C0D0 + 2(C+D+ + C+D+) + 2(C−D− + C−D−)

)
we find the equation

(D − i)Ψ̃0 =
1

4
(C3

0 + 3C0C0
2

+ C0
3

+ 6C0(C+C− + C+C−) + C0(C+C+ + C+C− + C+C− + C−C−)),

with right hand side belonging to the range of D− i. Consequently, Ψ̃0 exists, and it is not difficult to

see that it also belongs to the range of D − i.

In a similar way, solving the equations (3.5) we obtain the polynomials

N+ =
3

4k2x
C+(2|C0|2 + |C+|2 + 2|C−|2) +

3i

4k3x
D+(2|C0|2 + |C+|2 + 2|C−|2)

+
3i

4k3x
C+

(
2(C0D0 + C0D0) + C+D+ + C+D+ + 2(C−D− + C−D−)

)
N− =

3

4k2x
C−(2|C0|2 + 2|C+|2 + |C−|2) +

3i

4k3x
D−(2|C0|2 + 2|C+|2 + |C−|2)

+
3i

4k3x
C−
(
2(C0D0 + C0D0) + 2(C+D+ + C+D+) + C−D− + C−D−

)
,

and the existence of Φ±,Ψ±, which proves the lemma.
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Parameter-dependent linear transformation. Consider the linear part of the system (2.9)

A′0 = iA0 +B0 −
i

4

(
µ(A0 +A0) +B0 +B0)

)
(3.7)

B′0 = iB0 −
1

4

(
µ(A0 +A0) +B0 +B0)

)
A′+ = ikxA+ +B+ −

i

4k3x

(
µ(A+ +A−) +B+ +B−)

)
B′+ = ikxB+ −

1

4k2x

(
µ(A+ +A−) +B+ +B−)

)
A′− = ikxA− +B− −

i

4k3x

(
µ(A− +A+) +B− +B+)

)
B′− = ikxB− −

1

4k2x

(
µ(A− +A+) +B− +B+)

)
.

Lemma 3.2 There exist linear maps L0, T0, L±, T± such that, for sufficiently small µ, the linear change

of variables

A0 = C0 + µL0(C,D,C,D), B0 = D0 + µT0(C,D,C,D), (3.8)

A± = C± + µL±(C,D,C,D), B± = D± + µT±(C,D,C,D),

transforms the system (3.7) into the normal form

C ′0 = iC0 +D0 +O(|µ|2(|C|+ |D|)) (3.9)

D′0 = iD0 −
1

4
µC0 −

i

4
µD0 +O(|µ|2(|C|+ |D|))

C ′+ = ikxC+ +D+ +O(|µ|2(|C|+ |D|))

D′+ = ikxD+ −
1

4k2x
µC+ −

i

4k3x
µD+ +O(|µ|2(|C|+ |D|))

C ′− = ikxC− +D− +O(|µ|2(|C|+ |D|))

D′− = ikxD− −
1

4k2x
µC− −

i

4k3x
µD− +O(|µ|2(|C|+ |D|)).

Proof. We proceed as in the proof of Lemma 3.1, now using the fact that C0 (resp. C±) is the only

variable which does not belong to the range of D − i (resp. D − ikx).

Normal form of the reduced system. Applying now the change of variables

A0 = C0 + (µL0 + Φ0)(C,D,C,D), B0 = D0 + (µT0 + Ψ0)(C,D,C,D),

A± = C± + (µL± + Φ±)(C,D,C,D), B± = D± + (µT± + Ψ±)(C,D,C,D),
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to the reduced system (2.10) we obtain to leading order the normal form

C ′0 = iC0 +D0 (3.10)

D′0 = iD0 −
1

4
C0

(
µ− 3(|C0|2 + 2|C+|2 + 2|C−|2)

)
− i

4
D0

(
µ− 3(|C0|2 + 2|C+|2 + 2|C−|2)

)
+

3i

4
C0

(
C0D0 + C0D0 + 2(C+D+ + C+D+) + 2(C−D− + C−D−)

)
C ′+ = ikxC+ +D+

D′+ = ikxD+ −
1

4k2x
C+

(
µ− 3(2|C0|2 + |C+|2 + 2|C−|2)

)
− i

4k3x
D+

(
µ− 3(2|C0|2 + |C+|2 + 2|C−|2)

)
+

3i

4k3x
C+

(
2(C0D0 + C0D0) + C+D+ + C+D+ + 2(C−D− + C−D−)

)
C ′− = ikxC− +D−

D′− = ikxD− −
1

4k2x
C−
(
µ− 3(2|C0|2 + 2|C+|2 + |C−|2)

)
− i

4k3x
D−

(
µ− 3(2|C0|2 + 2|C+|2 + |C−|2)

)
+

3i

4k3x
C−
(
2(C0D0 + C0D0) + 2(C+D+ + C+D+) + C−D− + C−D−

)
.

The higher-order terms in this normal form are of order O(|µ|2(|C|+ |D|) + (|C|+ |D|)5).

4 Existence of heteroclinic orbits

We look for solutions of the system (3.10) in the form

C0(x) = eixC̃0, D0(x) = eixD̃0, C±(x) = eikxxC̃±, D±(x) = eikxxD̃±.

With the scaling

x̂ = |µ|1/2x, C̃κ = |µ|1/2Ĉκ, D̃κ = |µ|D̂κ, κ ∈ {0,±},

we obtain the new system

C ′0 = D0 +O(|µ|1/2) (4.1)

D′0 = −1

4
C0

(
sign(µ)− 3(|C0|2 + 2|C+|2 + 2|C−|2)

)
+O(|µ|1/2)

C ′+ = D+ +O(|µ|1/2)

D′+ = − 1

4k2x
C+

(
sign(µ)− 3(2|C0|2 + |C+|2 + 2|C−|2)

)
+O(|µ|1/2)

C ′− = D− +O(|µ|1/2)

D′− = − 1

4k2x
C−
(
sign(µ)− 3(2|C0|2 + 2|C+|2 + |C−|2)

)
+O(|µ|1/2),
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in which we have dropped the hats. Notice that the O(|µ|1/2) terms in this system are depending upon

x through highly oscillating terms e±2ix/|µ|
1/2

and e±2ikxx/|µ|
1/2

. Taking µ > 0 in the system above, we

find

C ′′0 = −1

4
C0 +

3

4
C0(|C0|2 + 2|C+|2 + 2|C−|2) +O(µ1/2) (4.2)

C ′′+ = − 1

4k2x
C+ +

3

4k2x
C+(2|C0|2 + |C+|2 + 2|C−|2) +O(µ1/2)

C ′′− = − 1

4k2x
C− +

3

4k2x
C−(2|C0|2 + 2|C+|2 + |C−|2) +O(µ1/2).

4.1 Rotated rolls

The Swift-Hohenberg equation (1.1) possesses roll solutions

uµ,κ(x) =
√

4(µ− κ2)/3 cos(
√

1 + κx) + O(|µ− κ2|3/2), (4.3)

for small µ ∈ (0, µ0] and κ2 < µ (e.g., see [14]). Recall that due to the rotation invariance of the

equation, for any (`x, `y) such that `2x + `2y = 1, we find the rotated rolls uµ,κ(`xx+ `yy). Upon taking

κ = εµ1/2(2kx + εµ1/2), `x =
kx + εµ1/2√

1 + κ
, `y =

k∗√
1 + κ

,

we obtain a family of rotated rolls

uµ,ε(x, y) =
1√
3
µ1/2(1− 4k2xε

2)1/2
(

ei(kx+εµ
1/2)x eik∗y + e−i(kx+εµ

1/2)x e−ik∗y
)

+O(µ3/2 + ε3µ), (4.4)

for small parameters µ and ε.

In our set-up, steady solutions of (1.1) are found in the form

u(x, y) = µ1/2
(
C0(µ

1/2x)eix + C0(µ
1/2x)e−ix + C+(µ1/2x)eikxxeik∗y + C−(µ1/2x)eikxxe−ik∗y

+C+(µ1/2x)e−ikxxe−ik∗y + C−(µ1/2x)e−ikxxeik∗y
)

+O(µ),

in which C0, C+, and C− are solutions of the system (4.2). As a consequence, the family of rolls in

(4.4) gives a family of periodic orbits for (4.2),

Pµ,ε(x) =

(
0,

1√
3

(1− 4k2xε
2)1/2eiεx, 0

)
+O(µ1/2). (4.5)

Notice that these periodic orbits are not reversible. In particular, the reversibility symmetry R gener-

ates a second family of periodic orbits

Qµ,ε(x) = (RPµ,ε)(−x) =

(
0, 0,

1√
3

(1− 4k2xε
2)1/2eiεx

)
+O(µ1/2),

which corresponds to the reflected rolls uµ,ε(−x, y).
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4.2 Heteroclinic orbit of the leading-order system

Consider the system (4.2) with µ = 0. Restricting to C0 = 0 and real-valued solutions C+ and C− we

find the system

C ′′+ = − 1

4k2x
C+ +

3

4k2x
C+(C2

+ + 2C2
−) (4.6)

C ′′− = − 1

4k2x
C− +

3

4k2x
C−(2C2

+ + C2
−).

According to [22] this system possesses a heteroclinic orbit (C∗+, C
∗
−) with the following properties:

(i) limx→−∞(C∗+(x), C∗−(x)) = (1/
√

3, 0) and limx→∞(C∗+(x), C∗−(x)) = (0, 1/
√

3);

(ii) C∗+(x) > 0 and C∗−(x) > 0, for all x ∈ R;

(iii) C∗+(x) = C∗−(−x), for all x ∈ R;

(iv) C∗+(x) = C∗−(x) if and only if x = 0;

(v) C∗2+ (x) + C∗2− (x) 6 1/3 and C∗+(x) + C∗−(x) > 1/
√

3, for all x ∈ R;

(see also [9] for further properties). In particular, the heteroclinic orbit (0, C∗+, C
∗
−) is reversible.

The heteroclinic orbit represents a solution at leading order to our reduced systems in normal form that

converges to roll solutions with opposite angle — it is precisely the grain boundary we were looking

for. Our main goal now is to show that the heteroclinic actually persists as a solution for the reduced

equation (4.2), when including higher-order correction terms. In particular, there we want to show

that there is a heteroclinic orbit for (4.2), for small µ, which connects two periodic orbits Pµ,ε, as

x → ∞, and Qµ,ε, as x → −∞. This then gives a solution to the full infinite-dimensional dynamical

system (2.1) and hence a solution to the Swift-Hohenberg equation (1.4) which is 2π-periodic in y,

hence proving Theorem 1.

A key role in our persistence proof is played by the linear operator found by linearizing the system

(4.2), with µ = 0, at (0, C∗+, C
∗
−), i.e., by the linear operator L∗ acting on C0, C+, C− through

L∗

 C0

C+

C−

 =

 C ′′0 + 1
4C0 − 3

2(C∗2+ + C∗2− )C0

C ′′+ + 1
4k2x

C+ − 3
4k2x

(
2(C∗2+ + C∗2− )C+ + C∗2+ C+ + 2C∗+C

∗
−(C− + C−)

)
C ′′− + 1

4k2x
C− − 3

4k2x

(
2(C∗2+ + C∗2− )C− + C∗2− C− + 2C∗+C

∗
−(C+ + C+)

)
 .

We consider the space of exponentially decaying functions

Xη = {(C0, C+, C−, C0, C+, C−) ∈ (L2
η)

6}, L2
η = {f : R→ C ;

∫
R

e2η|x||f(x)|2 <∞},

for η > 0, in which L∗ is closed with dense domain

Yη = {(C0, C+, C−, C0, C+, C−) ∈ (H2
η )6}, H2

η = {f : R→ C ; f, f ′, f ′′ ∈ L2
η}.

We are interested in the properties of the restriction of L∗ to the space of reversible functions

X rη = {(C0, C+, C−, C0, C+, C−) ∈ Xη ; C0(x) = C0(−x), C+(x) = C−(−x), x ∈ R}.
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Lemma 4.1 Assume η > 0 is sufficiently small. Then the operator L∗ acting in X rη is Fredholm with

index −1. The kernel of L∗ is trivial, and the one-dimensional kernel of its L2-adjoint is spanned by

(0, iC∗+,−iC∗−, 0,−iC∗+, iC
∗
−).

Proof. Decomposing into real and imaginary parts,

Cκ = Uκ + iVκ, κ ∈ {0,±},

we write L∗ as a real matrix operator

M∗ =

 M0 0 0

0 Mr 0

0 0 Mi

 ,

with

M0

(
U0

V0

)
=

(
U ′′0 + 1

4U0 − 3
2(C∗2+ + C∗2− )U0

V ′′0 + 1
4V0 −

3
2(C∗2+ + C∗2− )V0

)
,

Mr

(
U+

U−

)
=

(
U ′′+ + 1

4k2x
U+ − 3

4k2x

(
(3C∗2+ + 2C∗2− )U+ + 4C∗+C

∗
−U−

)
U ′′− + 1

4k2x
U− − 3

4k2x

(
(2C∗2+ + 3C∗2− )U− + 4C∗+C

∗
−U+

) ) ,
Mi

(
V+
V−

)
=

(
V ′′+ + 1

4k2x
V+ − 3

4k2x
(C∗2+ + 2C∗2− )V+

V ′′− + 1
4k2x

V− − 3
4k2x

(2C∗2+ + C∗2− )V−

)
,

acting in, respectively,

X0
η = (L2

η)
2, Xr

η = {(U+, U−) ∈ (L2
η)

2 ; U+(x) = U−(−x), x ∈ R},

and

Xi
η = {(V+, V−) ∈ (L2

η)
2 ; V+(x) = −V−(−x), x ∈ R}.

The linear operator Mr has been studied in detail in [9]. The results in [9, Section 4.2] show that Mr

is a Fredholm operator with index 0 in (L2)2 and has a one-dimensional kernel spanned by (C ′+, C
′
−).

Consequently,Mr is a Fredholm operator with index 0 in Xr
η , for sufficiently small η > 0, with a trivial

kernel, since (C ′+, C
′
−) does not belong to Xr

η . In particular, this implies that Mr is invertible in Xr
η .

Next, the linear operator M0 is diagonal, and it is enough to study the scalar operator

L0 = ∂xx +
1

4
− 3

2
(C∗2+ + C∗2− ),

acting in L2
η. We claim that L0 is Fredholm with index 0 for η sufficiently small. Since L0 is a relatively

compact perturbation of the asymptotic operator

L∞0 = ∂xx −
1

4
,

Fredholm properties coincide. In particular, since L∞0 is invertible on L2, L0 is Fredholm of index 0 on

L2. By conjugation with an equivalent smooth weight, one can see that L0 on L2
η is conjugate to an

operator Lη0 that smoothly depends on η as a closed unbounded operator, so that the Fredholm index
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is constant for small η; see for instance [6, §2.3] for a discussion of Fredholm indices in exponentially

weighted spaces.

We next claim that L0 has a trivial kernel. Indeed, assuming that C0 ∈ L2
η belongs to the kernel of L0,

by taking the L2-scalar product

〈L0C0, C0〉 = −
∫
R

(C ′0(x))2 dx−
∫
R

(
3

2
(C∗2+ + C∗2− )− 1

4

)
(C0(x))2 dx = 0,

we conclude that C0 = 0, since

3

2
(C∗2+ + C∗2− )− 1

4
>

3

4
(C∗+ + C∗−)2 − 1

4
> 0.

Consequently, the linear operator M0 is invertible in X0
η .

Finally, the linear operator Mi is also diagonal. Its Fredholm properties, as an operator acting in Xi
η,

are in fact the same as those of the scalar operator

Li = ∂xx +
1

4k2x
− 3

4k2x
(2C∗2+ + C∗2− ),

acting in L2
η, that is, without imposing reflection symmetry. In contrast to L0, the operator Li is a

Fredholm operator with index −1. We claim that its kernel is trivial. Indeed, if C+ ∈ L2
η belongs to

the kernel of Li, then C+ solves the linear ordinary differential equation

C ′′+ +

(
1

4k2x
− 3

4k2x
(2C∗2+ + C∗2− )

)
C+ = 0. (4.7)

In the limit x = −∞, this equation becomes C ′′+ = 0 which implies that solutions of (4.7) do not

decay exponentially as x → −∞. Consequently, (4.7) does not have solutions in L2
η and the kernel

of Li is trivial. We conclude that Mi is a Fredholm operator with index −1 and trivial kernel. A

direct calculation shows that (iC∗+,−iC∗−) belongs to the kernel of the L2-adjoint of Mi, which is

one-dimensional, hence spanned by (iC∗+,−iC∗−).

The properties of M0, M+, and M− above imply the result in the lemma.

4.3 Persistence of the heteroclinic orbit

We show that the reversible heteroclinic orbit (0, C∗+, C
∗
−) of (4.2) with µ = 0, persists for small µ

as a heteroclinic orbit connecting two periodic orbits Pµ,ε, as x → ∞, and Qµ,ε, as x → −∞. More

precisely, we prove the following result.

Theorem 2 For any µ sufficiently small, there exists ε = ε(
√
µ), ε(0) = 0, such that the system (4.2)

possesses a heteroclinic orbit Cµ connecting the periodic orbit Pµ,ε, as x→∞, to Qµ,ε, as x→ −∞.

Proof. The system (4.2) together with the complex conjugated equations is of the form

F(C,C, µ1/2) = 0, C = (C0, C+, C−), (4.8)

and it has the periodic solutions C = Pµ,ε and C = Qµ,ε for µ and ε sufficiently small, and the

heteroclinic solution C = (0, C∗+, C
∗
−) for µ = 0.
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We look for solutions of (4.8) of the form

C(x) = eiεxC∗(x) + χ(x)P̃µ,ε(x) +
(
R(χP̃µ,ε)

)
(−x) + V(x), (4.9)

in which

C∗ = (0, C∗+, C
∗
−), P̃µ,ε = Pµ,ε −

(
0,

1√
3
, 0

)
eiεx,

χ : R→ [0, 1] is a smooth function such that

χ(x) = 1, if x >M, χ(x) = 0, if x 6 m,

for some positive constants m < M , and (V,V) belongs to the space Yrη = Yη ∩X rη . Substituting (4.9)

into (4.8) leads to an equation of the form

T (V,V, ε, µ1/2) = 0.

We construct a solution (V(µ), ε(µ)) of this equation, for sufficiently small µ, using the implicit function

theorem.

We claim that T (V,V, ε, µ1/2) ∈ X rη for (V,V) ∈ Yrη . Indeed, as x → ∞ (resp. x → −∞) the

difference C−Pµ,ε (resp. C−Qµ,ε) decays exponentially to 0, with the same decay rate as V. Since

F(Pµ,ε,Pµ,ε, µ
1/2) = F(Qµ,ε,Qµ,ε, µ

1/2) = 0 this implies that T (V,V, ε, µ1/2) ∈ Xη. Furthermore,

(C,C) is reversible, if (V,V) is reversible, so that T (V,V, ε, µ1/2) ∈ X rη .

Next, notice that

T (0, 0, 0, 0) = F(C∗,C∗, 0) = 0, DVT (0, 0, 0, 0) = L∗

and

DεT (0, 0, 0, 0) = L∗

(
ixC∗

−ixC∗

)
=

(
2iC∗′

−2iC∗′

)
.

Recall that the kernel of the L2-adjoint of L∗ is spanned by (0, iC∗+,−iC∗−, 0,−iC∗+, iC
∗
−), and notice

that the L2-scalar product of this vector with (2iC∗′,−2iC∗′) is given by

2

∫
R

(
2C∗′+(x)C∗+(x)− 2C∗′−(x)C∗−(x)

)
dx = 2

∫
R

(
C∗2+ (x)− C∗2− (x)

)′
dx = − 4√

3
6= 0. (4.10)

This shows that (2iC∗′,−2iC∗′) does not belong to the range of L∗, which together with the fact that

L∗ is an injective Fredholm operator with index −1 implies that the differential D(V,ε)T (0, 0, 0, 0) is

bijective. The result in the lemma now follows from the implicit function theorem.

Remark 4.2 A closer inspection shows that the key component of the persistence proof is the com-

putation of the Melnikov integral (4.10). Transversality and persistence follow from the fact that this

Melnikov integral does not vanish. On the other hand, the direction generating transversality in this

argument is the centre direction, more precisely the variation of the wavenumber in the background.

From this point of view, robustness of the grain boundary is equivalent to (transverse) wavenumber

selection.
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The result in Theorem 1 is an immediate consequence of Theorem 2. Indeed, recall that the choice

k∗ ∈ (1/2, 1) corresponds to angles α ∈ (π/3, π). Since ε = O(
√
µ), we find that the angle of the

selected grain boundary is α + O(µ), and that the wavenumber of the asymptotic rolls is kx + O(µ).

In particular, we can invert the dependence of the angle α and the parameter k∗ and find k∗ and kx as

smooth functions of the angle α, which is the desired wavenumber selection mechanism. This gives to

leading order in µ the constant wavenumber
√
k2x + k2y = 1 + O(µ).

Remark 4.3 Since rolls exist within a band of width O(
√
µ), the asymptotic wavenumber

√
k2x + k2y =

1 + O(µ) is in the centre of the existence band to leading order. It would be interesting to compute the

leading-order term in this expansion and compare with the zigzag instability boundary, which is equally

located on a curve with wavenumber 1 + O(µ).

5 Discussion

We showed existence of grain boundaries for not-too-small angles α > π/3 between rolls. We also

showed that grain boundaries select wavenumbers. More precisely, for any given angle, there exists

a grain boundary between rolls with a specific wavenumber that depends on the angle (and explicit

system parameters such as µ). In the following, we discuss some generalizations and two major open

questions relating to stability and bifurcations of grain boundaries.

Beyond Swift-Hohenberg. We mentioned in the introduction that we expect our results to gen-

eralize to pattern-forming equations such as reaction-diffusion systems or Rayleigh-Bénard convection.

In fact, the linear analysis and the reduction procedure would apply only assuming an isotropic system

with marginally stable modes ei(k·x)+λ(|k|)t), and λ(κ) ∼ µ − κ2. The reduced equations will generally

be of the type (4.2), even when quadratic terms are present, since the assumption on the angle effec-

tively excludes the three-mode interaction that generates hexagons. In fact, hexagons require α = π/3.

Quadratic terms do however change the cubic coefficients in (4.2). In fact, those coefficients do in

general depend on the angle ϕ−−ϕ+. We expect a variety of intriguing phenomena in such situations,

including bifurcations towards grain boundaries that involve more than two modes at leading order.

Wavenumber selection — beyond small amplitude. The statement of our main result, The-

orem 1, emphasizes the wavenumber selection aspect of the grain boundaries that we found. Such

wavenumber selection mechanisms have been observed experimentally and discussed at the level of am-

plitude equations; see [13] and the references therein. Our analysis relates this wavenumber selection

mechanism to a geometric transversality criterion for a heteroclinic solution. A similar connection has

been noticed in [23, 18]: in oscillatory media, localized structures that emit wave trains typically select

wavenumbers in the far-field. In fact, such sources of wave trains can be viewed as heteroclinic orbits

in a spatial dynamics description, and transversality of such heteroclinic orbits implies wavenumber

selection in the far field. A key difference between such sources and the general type of problem consid-

ered here is that the dispersion relation of the patterns in the far-field is trivial, that is, group velocities

vanish for all wavenumbers. One could however consider symmetric grain boundaries more generally,

far from onset for not necessarily small µ. Without showing existence, one can then predict Fredholm
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properties of the linearization at such a grain boundary solution following the counting arguments in

[19]. Stability of the asymptotic patterns alone then guarantees that the linearization is Fredholm of

index −1, as shown in our particular case in Lemma 4.1. If one assumes that the kernel is trivial as in

our case, robustness of such grain boundaries follows if the Melnikov-type derivative with respect to the

asymptotic wavenumber does not belong to the range of the linearization. In this sense, wavenumber

selection for grain boundaries is a typical property, even far from onset.

Stability. We did not attempt to perform a stability analysis. The fact that heteroclinic orbits

are constructed in [22] as minimizers of the energy associated with the reduced system (4.6) provides

only a weak indicator for stability. In fact, the corresponding action functional is only minimized for

real amplitudes. Also, the description considers periodic perturbations in y only. On an even more

elementary level, it is not clear that the rolls that are selected by the grain boundary are stable. As we

pointed out in Remark 4.3, the wavenumber selected by grain boundaries is to leading order identical

to the critical wavenumber k = 1, thus coinciding to leading order with the zigzag instability boundary.

Of course, in the leading-order amplitude description, both curves actually coincide and one is led to

associate perfect wavenumber selection with grain boundaries [13]. We are, however, unable to see a

reason why this perfect selection would happen at higher order. Deviations of the selected wavenumber

from the zigzag-critical wavenumber could possibly lead to quite intriguing dynamics. One could even

envision that stability of the selected rolls depends on the angle of the grain boundaries, thus generating

complex dynamics of zigzag patterns. The results in [8] show that the selected wavenumber corresponds

to stable roll solutions, that is, it is larger than the zigzag critical wavenumber, for large angles α . π

— in particular showing that grain boundaries do not select the “perfect” wavenumber at higher order

for large angles.

Bifurcations. Interesting bifurcations of grain boundaries have been analyzed in [3, 4] and [5]. The

analysis there is based on the phase-diffusion equation [2], treating amplitude defects as singularities.

Intriguing results are found for smaller angles, where grain boundaries change type, effectively resem-

bling dislocations, or pairs of convex and concave disclinations. While the results there are derived

for large amplitudes, far from onset, and should be expected to hold with some universality, it is an

interesting problem to analyze such transitions in the framework presented here.

A related question concerns the restriction to non-small angles, α > π/3. For smaller values of α,

resonant wavenumbers enlarge the dimension of the reduced system. Similarly, asymmetric grain

boundaries typically involve more modes. We intend to analyze such situations in future work.
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