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Abstract. Let q be a power of a prime, and E be an elliptic curve defined
over Fq. Such curves have a classical group structure, and one can form an
infinite tower of groups by considering E over field extensions Fqk for all k ≥ 1.

The critical group of a graph may be defined as the cokernel of L(G), the
Laplacian matrix of G. In this paper, we compare elliptic curve groups with
the critical groups of a certain family of graphs. This collection of critical
groups also decomposes into towers of subgroups, and we highlight additional
comparisons by using the Frobenius map of E over Fq.

1. Introduction

Let E be an elliptic curve defined over a finite field Fq, where q is a power of

the prime p, and let Fp denote the algebraic closure of Fp. Recall that the abelian

group E(Fp) is endowed with a group homomorphism π, called the Frobenius map,
which satisfies the relation π2−(1+q−N1)π+q = 0, where N1 = |E(Fq)|. For each
k, the subgroup E(Fqk) is equal to the kernel of 1− πk. The integer N1 completely
determines the integers Nk := |E(Fqk)|.

In this paper, we define a purely analogous combinatorial structure. More pre-
cisely, we define wheels graphs Wk(q, t) for various allowed integers (q, k, t). By
taking the cokernels of the associated Laplacian matrices, to each such graph we
attach an abelian group K(Wk(q, t)), called the critical group of the graph, which
we abbreviate asK(q, k, t). When k1 | k2, we define a natural injective group homo-
morphism K(q, k1, t) → K(q, k2, t) (Proposition 3.2). Using these injective group
homomorphisms, one defines in a natural way its direct limit, an abelian group that
we denote by K(q, t). We then define on K(q, t) an endomorphism ρ, called the
shift map, which satisfies the equation ρ2 − (1 + q − t)ρ + q = 0 (Theorem 4.4),
and such that the kernel of 1− ρk is the natural subgroup of K(q, t) corresponding
to K(q, k, t) (Theorem 3.6). Furthermore, it is a standard fact in the theory of
elliptic curves that two elements suffice to generate E(Fqk). The groups K(q, k, t)
enjoy the same property (Theorem 5.1). It is also true that for any positive integer
n, the group E(Fp) contains torsion subgroup Z/nZ × Z/nZ if and only if n and

q are coprime. Further, an elliptic curve E is ordinary if and only if E(Fp) con-

tains subgroup Z/pZ. It will develop (Theorem 5.10) that K(q, t) has both of these
properties too.
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The proof of these group theoretic properties are completely combinatorial. In
fact they are a consequence of explicit formulas that we obtain for the group presen-
tations of the K(q, k, t)’s (Corollary 5.2). We extend this result to a larger family
of matrices (Theorem 5.7), thus generalizing a cyclicity result of N. Biggs (Remark
5.6).

The relationship between the combinatorial structure introduced by the author
and elliptic curves is even tighter. Fix an integer k. The order of the groupK(q, k, t)
is then given by the evaluation of a polynomial of degree k in Q and T (Theorem
2.1), denoted by Wk(Q, T ). The graphs Wk(q, t) were chosen so that the following
additional relation holds for any power of a prime q and any ellptic curve E/Fq:

Nk = −Wk(q, t) (Theorem 2.3).

By convention, we use q here to be a fixed power of a prime, so that the cardinality
of E(Fq) is a specific integer rather than a polynomial. To make this clearer,
we will reserve capital letters for the arguments of our formulas when we want
to emphasize properties of them as polynomials. However, most of the time, we
will be assuming that a fixed q and t have been chosen, and that the expressions
encountered throughout this paper are integers.

The factorization over Z of the polynomial Wk(Q, T ) into a product of irre-
ducibles is given in Theorem 4.1 via bipartite analogues of cyclotomic polynomials.
As we prove in Theorem 4.2, the evaluation of these bivariate polynomials have a
combinatorial interpretation in terms of the groups {K(q, k, t)}.

As a final application, we obtain group presentations for elliptic curves E over
finite fields that have endomorphism rings isomorphic to Z[π] (Theorem 5.13). We
show that for such E, the group E(Fp) can be described as a direct limit of matrix

cokernels, analogous to K(q, t) (Corollary 5.14).
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2. An Enumerative Correspondence between Elliptic Curves and

Wheel Graphs

Let Wk denote the kth wheel graph, which consists of (k + 1) vertices, k of
which lie in a cycle and are each adjacent to the last vertex. (We also define Wk

analogously in the case k = 1 or k = 2: W1 is a graph on two vertices, v0 and v1,
with a loop at v1 and a single edge between v0 and v1. Graph W2 has three vertices,
v0, v1, and v2, with two edges from v1 to v2, a single edge between v0 and v1, and
one edge between v0 and v2.) Using the Wk’s, we define the (q, t)-wheel graph with
(k + 1) vertices, which we denote as Wk(q, t), to be the following directed graph
with multiple edges (digraph): We use the 0-skeleton of the wheel graph Wk, where
we label the central vertex as v0, and the vertices on the rim as v1 through vk
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in clockwise order. We then attach t bi-directed spokes between v0 and vi for all
i ∈ {1, 2, . . . , k}. Additionally, we attach a single counter-clockwise edge between
vi and vi−1 (working modulo k) for each vertex on the rim. Finally, we attach
q clockwise edges between vi and vi+1 (again working modulo k). As degenerate
cases, the (q, t)-wheel graph W1(q, t) has (q+1) loops at vertex v1 and t bi-directed
edges between v0 and v1. The graph W2(q, t) has (q+ 1) edges directed from v1 to
v2, (q + 1) edges directed from v2 to v1, t bi-directed edges from v0 and v1, and t
bi-directed edges from v0 to v2.

A directed spanning tree of a digraph G with root v0 is a connected subgraph
containing all vertices of G, which does not contain any cycles, and has all edges
directed inward toward v0. In the case of these digraph analogues of wheel graphs,
a directed spanning tree is easily defined as a collection of disconnected arcs on the
rim, which each connect to the central hub along one spoke for each arc.

 t = 2
q = 3

The (q, t)-wheel graph W6(3, 2) and two of its directed spanning trees.

Theorem 2.1. For each integer k ≥ 1, there exists a bivariate polynomial in q and

t of degree k, we denote as Wk(Q, T ), such that the following property holds:

For all q ≥ 0 and t ≥ 1, the number of directed spanning trees of digraph Wk(q, t)
equals the evaluation Wk(Q, T )|Q=q,T=t, which we abbreviate as Wk(q, t).

For the proof of this result, we must first define the Laplacian matrix of a digraph.
The Laplacian L(G) of a digraph G on m vertices, with possibly multiple edges, is
defined to be the m-by-m matrix in which off-diagonal entries Lij = −d(i, j) and
diagonal entries Lii = d(i). Here d(i, j) is the number of edges from vi to vj , and
d(i) is the outdegree of vertex vi, or more simply we choose Lii such that each row
of L sums to zero.

Proof. We appeal to the directed multi-graph version of the Matrix-Tree Theorem
[St99, pg. 58] to count the number of spanning trees of Wk(q, t) with root given
as the hub The Matrix-Tree Theorem states that the number of spanning trees of
G on vertices {v1, v2, . . . , vm} with hub vi is given by detL0(G) where L0(G) is
matrix L(G) with the ith row and ith column deleted.

In the case of Wk(q, t), the Laplacian matrix is the (k + 1)-by-(k + 1) matrix

L(Wk(q, t)) =




1 + q + t −q 0 . . . 0 −1 −t
−1 1 + q + t −q 0 . . . 0 −t
. . . . . . . . . . . . . . . . . . −t
0 . . . −1 1 + q + t −q 0 −t
0 . . . 0 −1 1 + q + t −q −t
−q 0 . . . 0 −1 1 + q + t −t
−t −t −t . . . −t −t kt



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where the last row and column correspond to the hub vertex. Thus the number
of directed spanning trees rooted at the hub is the determinant of L0(Wk(q, t)),
the matrix formed by deleting the last row and column from L(Wk(q, t)). Since we
will encounter this matrix throughout this paper, we let Mk denote this reduced
Laplacian, i.e.

Mk =




1 + q + t −q 0 . . . 0 −1
−1 1 + q + t −q 0 . . . 0
. . . . . . . . . . . . . . . . . .
0 . . . −1 1 + q + t −q 0
0 . . . 0 −1 1 + q + t −q
−q 0 . . . 0 −1 1 + q + t



.

The determinant of Mk is a bivariate polynomial of degree k, and thus so is the
number of directed spanning trees of Wk(q, t) rooted at the hub. �

Remark 2.2. In fact, the coefficients appearing in polynomial Wk(Q, T ) are not
only integers, but are positive integers, as we explain below.

The family of polynomials {Wk(Q, T )} also yield formulas for enumerating the
number of points on an elliptic curve over finite field Fqk .

Theorem 2.3. For all powers of a prime, q, the number of points on an elliptic

curve E over finite field Fqk , which we denote as Nk, satisfies the identity

Nk = −Wk(Q, T )|Q=q,T=−N1

where N1 = #E(Fq) and Wk(Q, T ) is the polynomial defined by Theorem 2.1.

The proof of Theorem 2.3 follows from the author’s work in [Mu07]. In par-
ticular, this theorem appeared there as Theorem 3 with a slightly different but
equivalent definition of Wk(Q, T ). To see the equivalence, we simply note that we
have multiple edges in digraph Wk(q, t) whenever we previously had a weight in
generating function Wk(Q, T ). Based on this generating function interpretation of
Wk(Q, T ) from [Mu07], we are able to conclude that the coefficients of Wk(Q, T )
are positive. On the other hand, an application of this new characterization of
Wk(Q, T ) is another proof of the determinantal formula for Nk which appeared in
[Mu07].

Define the family of matricesMk byM1 = [−N1], M2 =

[
1 + q −N1 −1 − q
−1 − q 1 + q −N1

]
,

and for k ≥ 3, let Mk be the k-by-k “three-line” circulant matrix



1 + q −N1 −q 0 . . . 0 −1
−1 1 + q −N1 −q 0 . . . 0
. . . . . . . . . . . . . . . . . .
0 . . . −1 1 + q −N1 −q 0
0 . . . 0 −1 1 + q −N1 −q
−q 0 . . . 0 −1 1 + q −N1



.

Theorem 2.4 (Theorem 5 in [Mu07]). The sequence of integers Nk := #E(Fqk)
satisfies the relation

Nk = − detMk

for all k ≥ 1.
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Proof. Starting with the identity of Theorem 2.3 and using the determinantal for-
mula for Wk(q, t) from the proof of Theorem 2.1, we obtain the identities

Nk = −Wk(Q, T )|Q=q,T=−N1

Mk = Mk

∣∣∣∣
t=−N1

and thus

Wk(q, t) = det(Mk) implies

−Wk(q,−N1) = − det(Mk)

∣∣∣∣
t=−N1

so we get

Nk = − detMk.

Thus we have proven Theorem 2.4. �

We will return to ramifications of this combinatorial identity in Section 2, after
discussing another instance of the graph Laplacian.

3. Critical groups of graphs and maps between them

In this section, we discuss critical groups on graphs. Critical groups of graphs
have appeared previously in the literature, often with different names. These have
been studied in connection to chip-firing games by Biggs [Bi99]; are also known
as abelian sandpile groups as described by Dhar [Dh90] and Gabrielov [Ga93];
and have been studied by Lorenzini in [Lo91] where they were called the group
of components. Connections to curves also appear in work of Baker and Norine
[BN07] where they extend the notion of rank for linear systems of curves to the
case of graphs. They subsequently obtain a Riemann-Roch Theorem for critical
groups of graphs, also referred to as Jacobians.

The critical group of a graph G, denoted as K(G), can be simply defined as the
cokernel of the transpose of the reduced Laplacian:

K(G) ∼= coker L0(G) = Zk/ Im LT
0 (G).

In particular, for any graphG, |K(G)| = |det L0(G)| = the number of directed span-
ning trees of graph G. This quantity is known as the graph’s complexity, and enu-
merates other important features of graph G, such as the number of G-parking
functions, as observed by Postnikov and Shapiro [PS04]. Critical groups were orig-
inally defined for undirected graphs, but David Wagner [Wag00] generalized this
definition to digraphs as the cokernel of the transpose of the Laplacian.

In the remainder of this paper, we use Theorem 2.4 to extend the numer-
ical identity of Theorem 2.3 to a comparison of the groups

{
E(Fqk)

}∞

k=1
and

{K(Wk(q, t))}
∞
k=1. As noted in the introduction, we henceforth abbreviate the

critical group of the (q, t)-wheel graph, K(Wk(q, t)), as K(q, k, t).
One of the fundamental properties of an elliptic curve over a finite field is the

existence of the Frobenius map. In particular, for a finite field Fq, where q = pk,
p prime, the Galois group Gal(Fqℓ/Fq) is cyclic generated by the map π : x 7→ xq.
The Frobenius map π acts on an elliptic curve defined over Fq, by raising a points’

coordinates to the qth powers. In particular, we let Fp denote the algebraic closure
of Fq (q is a power of prime p). For example, if we have a planar affine model for
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our curve,

π : E(Fp) → E(Fp)

(x, y) 7→ (xq, yq).

An elliptic curve can be given a group structure after choosing a Fq-rational
point, such as the point at infinity, as the identity. For example see [Si86, pg. 55].

Lemma 3.1.

π(P ⊕Q) = π(P ) ⊕ π(Q),

πk(P ) = P if and only if P ∈ E(Fqk), and

E(Fq) ⊂ E(Fqk1 ) ⊂ E(Fqk2 ) ⊂ E(Fqk3 ) ⊂ · · · ⊂ E(Fp)

whenever we have the divisibilities k1|k2, k2|k3, and so on.

Proof. See Section 4.2 of [Was03]. �

Our goal now is to understand the sequence of {K(q, k, t)}∞k=1 in a way that
corresponds to the chain

E(Fq) ⊂ E(Fqk1 ) ⊂ E(Fqk2 ) ⊂ E(Fqk3 ) ⊂ · · · ⊂ E(Fp)

for k1|k2|k3, etc.
Let ψk2,k1

denote the map represented by the k2-by-k1 matrix constructed by
vertically repeating the k1-by-k1 identity matrix (k2/k1) times. We also use the

notation M
T

k for the transpose of the reduced Laplacian matrix of the digraph
Wk(q, t) with root vertex given by the central hub and vertices on the rim labeled

in clockwise order. In other words, M
T

k is the k-by-k circulant matrix with first
row given by [1 + q + t,−1, 0, . . . , 0,−q].

Proposition 3.2. For any integers q ≥ 0, t ≥ 1, k1 ≥ 1, k2 ≥ 1 such that k1|k2, the

map ψk2,k1
is an injective group homomorphism between K(q, k1, t) and K(q, k2, t).

We postpone this proof until later in this section, after the statement of Proposi-
tion 3.3. Define ρk to be the rotation map on K(q, k, t). Here we consider elements

of the critical group to be column vectors in Zk/ Im M
T

k which encode an assign-
ment of an integer to each vertex on the rim of Wk(q, t). We define ρk to circularly
rotate the vectors downward, which corresponds to rotating the rim vertices of Wk

clockwise. Observe that for all k ≥ 1, ρk and the addition in K(q, k, t) commute.

Proposition 3.3. Under the same hypotheses as Proposition 3.2, the kernel of

(1 − ρk2

k1) acting on K(q, k2, t) is the subgroup K(q, k1, t).

Proof. We prove both of these propositions simultaneously. Because of the periodic

nature of the circulant M
T

k ’s, we have the identity

ψk2,k1
◦M

T

k1
= M

T

k2
◦ ψk2,k1

.

Thus if v ∈ Zk1 satisfies v ∈ Im M
T

k1
, then ψk2,k1

(v) ∈ Im M
T

k2
. Additionally,

since M
T

k2
is nonsingular, the equation

M
T

k2
[x1 − x1+k1

, x2 − x2+k1
, . . . , xk2

− x0+k1
]T = 0



CRITICAL GROUPS AND ELLIPTIC CURVES 7

only has the zero vector as a solution. In other words, if [v, v, . . . , v]T ∈ Im M
T

k2

with [v, v, . . . , v]T = M
T

k2
[x1, x2, . . . , xk2

]T , then the sequence of xi’s is (k1)-periodic,

hence [v, v, . . . , v]T ∈ Im M
T

k2
◦ ψk2,k1

.

Consequently, we get the reverse implication, i.e. ψk2,k1
(v) ∈ Im M

T

k2
if and only

if v ∈ Im M
T

k1
. Since K(q, k, t) is defined as Zk/ Im M

T

k , the proof of Proposition
3.2 is complete. We have also completed the proof of Proposition 3.3 since we
have shown that K(q, k1, t) is a subgroup of K(q, k2, t) when k1|k2 and that this
subgroup is the set of (k1)-periodic vectors. �

Lemma 3.4. For all k1, k2, k3 ≥ 1 with k1|k2 and k2|k3,

ψk3,k1
= ψk3,k2

◦ ψk2,k1
: K(q, k1, t) → K(q, k3, t).

Proof. ψk3,k2
is the k3-by-k2 matrix with Ik2

repeated k3/k2 times. Thus ψk3,k2
◦

ψk2,k1
is the k3-by-k1 matrix formed by repeating ψk2,k1

k3/k2 times. This resulting
matrix has the identity matrix Ik1

repeated (k3/k2)(k2/k1) = k3/k1 times. �

We therefore can define the direct limit of the set {K(q, k, t)}∞k=1 using partial
order k1 ≺ k2 iff k1|k2 and the ψk2,k1

: K(q, k1, t) → K(q, k2, t) as our transition
maps. Furthermore, since the ψk2,k1

’s are all injective, we can naturally identify
each K(q, k, t) as a subgroup of

K(q, t) := lim
−→
k≥1

{K(q, k, t)}.

Consequently, we can alternatively define K(q, t) as the set of periodic vectors

w = (. . . , w−3, w−2, w−1, w0, w1, w2, w3, . . . ) ∈ {0, 1, 2, . . . , q + t}Z

such that when w is the periodic extension of fundamental subword (w1, w2, . . . , wk),
then [w1, w2, . . . , wk]T ∈ K(q, k, t).

Using this alternative formulation of K(q, t) we define ρ to be the shift map

ρ : K(q, t) → K(q, t)

(. . . , wi−1, wi, wi+1, . . . ) 7→ (. . . , wi−2, wi−1, wi, . . . )

Lemma 3.5. Shift map ρ is the unique map with the property that for all k ≥ 1,
ρ’s restriction to the subgroup isomorphic to K(q, k, t), ρ|K(q,k,t), is ρk.

Proof. The subgroup of K(q, t) isomorphic to K(q, k, t) is precisely the subgroup of
vectors with period k. On a periodic vector, shifting is the same action as clockwise
rotation on the truncated vector of length k. By the universal property of direct
limits, there is a unique map which restricts to ρk for all k ≥ 1, and thus that map
is ρ. �

Furthermore, the following result is a consequence of our definition of ρ.

Theorem 3.6. For all integers k ≥ 1, q ≥ 0 and t ≥ 1, we have the group

isomorphism

K(q, k, t) ∼= Ker(1 − ρk) : K(q, t) → K(q, t).
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In summary, if |E(Fq)| = N1 and we let t = −N1, we have correspondences
between

K(q, k, t) and E(Fqk)

K(q, t) and E(Fp)

Frobenius map π and Shift map ρ

with the property that K(q, k1, t) ≤ K(q, k2, t) if and only if E(Fqk1 ) ≤ E(Fqk2 )

and for all integers k ≥ 1 we have K(q, k, t) ≤ K(q, t) and E(Fqk) ≤ E(Fp).

4. Factorization of the polynomial Wk(Q, T )

We now turn our attention to the problem of factoring the bivariate polynomials
Wk(Q, T ) into irreducibles over Z[Q, T ]. For the factorization, we use the cyclo-
tomic polynomials, denoted as {Cycd(x)}, which are a family of integral irreducible
polynomials defined uniquely by the property

1 − xk =
∏

d|k

Cycd(x) for all k ≥ 1.

The cyclotomic polynomials have degree φ(d), which is the Euler function defined
as number of integers e ∈ {1, 2, . . . , d − 1} such that d and e are relatively prime.
As in the case of cyclotomic polynomials, we shall show that the irreducible factors
of Wk(Q, T ) are also parametrized by divisors of k.

Theorem 4.1. There exists a unique family of bivariate irreducible integral poly-

nomials indexed by positive integers, which we denote as WCycd(Q, T ), such that

Wk(Q, T ) =
∏

d|k

WCycd(Q, T )

for all k ≥ 1. Further, WCycd(Q, T ) is degree φ(d) in both Q and T .

Proof. We use Proposition 12 of [Mu07] which stated the existence of a family of
bivariate irreducible integral polynomials, indexed by positive integers and denoted
as ECycd(Q, T ) such that for all elliptic curves E, and all finite fields Fq,

|E(Fqk)| =
∏

d|k

ECycd(Q, T )|Q=q,T=−N1
.

Since |E(Fqk)| = −Wk(Q, T )|Q=q,T=−N1
, it follows that

Wk(Q, T )|Q=q,T=−N1
= (−N1)

∏

d|k

d 6=1

ECycd(Q, T )|Q=q,T=−N1

for all elliptic curves E and prime powers q. Consequently, we have a polynomial
identity

Wk(Q, T ) = T
∏

d|k

d 6=1

ECycd(Q,−T ).

We define WCyc1(Q, T ) = T and WCycd(Q, T ) = ECycd(Q,−T ) otherwise, and
obtain the decomposition Wk(Q, T ) =

∏
d|k WCycd(Q, T ). The WCycd(Q, T )’s

have integer coefficients since this property was true of the ECycd(Q, T )’s. Fur-
thermore, if any of the WCycd(Q, T )’s were reducible, then by applying the map
T 7→ −T , we would get a factorization of ECycd(Q, T ), thus we conclude that
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the WCycd(Q, T )’s are irreducible polynomials. Lastly, WCycd(Q, T ) has degree
φ(d) in both Q and T since ECycd(Q, T ) had this property by Proposition 14 of
[Mu07]. �

A few of the first WCycd(Q, T )’s are given below for small d’s with no prime
powers greater than 5:

WCyc1 = T

WCyc2 = T + 2(1 +Q)

WCyc3 = T 2 + (3 + 3Q)T + 3(1 +Q+Q2)

WCyc4 = T 2 + (2 + 2Q)T + 2(1 +Q2)

WCyc5 = T 4 + (5 + 5Q)T 3 + (10 + 15Q+ 10Q2)T 2 + (10 + 15Q+ 15Q2 + 10Q3)T

+ 5(1 +Q+Q2 +Q3 +Q4)

WCyc6 = T 2 + (1 +Q)T + (1 −Q+Q2)

WCyc8 = T 4 + (4 + 4Q)T 3 + (6 + 8Q+ 6Q2)T 2 + (4 + 4Q+ 4Q2 + 4Q3)T + 2(1 +Q4)

WCyc9 = T 6 + (6 + 6Q)T 5 + (15 + 24Q+ 15Q2)T 4 + (21 + 36Q+ 36Q2 + 21Q3)T 3

+ (18 + 27Q+ 27Q2 + 27Q3 + 18Q4)T 2 + (9 + 9Q+ 9Q2 + 9Q3 + 9Q4 + 9Q5)T

+ 3(1 +Q3 +Q6)

WCyc10 = T 4 + (3 + 3Q)T 3 + (4 + 3Q+ 4Q2)T 2 + (2 +Q+Q2 + 2Q3)T + (1 −Q+Q2 −Q3 +Q4)

WCyc12 = T 4 + (4 + 4Q)T 3 + (5 + 8Q+ 5Q2)T 2 + (2 + 2Q+ 2Q2 + 2Q3)T + (1 −Q2 +Q4).

Using critical groups, we obtain a combinatorial definition of the evaluation
WCycd(q, t), which is shorthand for WCycd(Q, T )|Q=q,T=t. Recall that in Section

3, K(q, t) was defined to be the direct limit of {K(q, k, t)}∞k=1, ρ was defined as the
unique map with the universal property that for all k ≥ 1, the restriction of ρ to
K(q, k, t) is ρk, and Cycd(x) denotes the dth cyclotomic polyonomial. Since K(q, t)
is abelian and ρ commutes with the addition of K(q, t), the expression Cycd(ρ)
defines a well-defined group homomorphism: K(q, t) → K(q, t).

Theorem 4.2. For all integers d ≥ 1, q ≥ 0, t ≥ 1, we have the equality

WCycd(q, t) =

∣∣∣∣Ker
(
Cycd(ρ)

)
: K(q, t) → K(q, t)

∣∣∣∣.

Remark 4.3. In [Mu07], an analogous group theoretic interpretation was given for

the ECycd(q, t)’s. We observe that since the cyclotomic polynomials have integer

coefficients and the Frobenius map, π, is compatible with the group law on the elliptic

curve, the expression Cycd(π) defines a map, more precisely an isogeny, from an

elliptic curve defined over Fq back to itself. Theorem 7 of [Mu07] stated that for all

d ≥ 1,

ECycd(q,N1) =

∣∣∣∣Ker
(
Cycd(π)

)
: E(Fp) → E(Fp)

∣∣∣∣
for all powers of prime q and all elliptic curves E defined over Fq.

Proof. The proof of Theorem 4.2 is analogous to the elliptic curve case. Since the
maps Cycd1

(ρ) and Cycd2
(ρ) are group homomorphisms on K(q, t), we get

∣∣∣∣Ker

(
Cycd1

(ρ) Cycd2
(ρ)

)∣∣∣∣ = |Ker Cycd1
(ρ)| · |Ker Cycd2

(ρ)|

and the rest of the proof follows as in [Mu07]. �
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In addition to shift map ρ’s appearance in

K(q, k, t) ∼= Ker(1 − ρk) : K(q, t) → K(q, t) just as

E(Fqk) = Ker(1 − πk) : E(Fp) → E(Fp).

and Theorem 4.2, another comparison with π is highlighted below.

Theorem 4.4. As a map from K(q, t) to itself, we get

ρ2 − (1 + q + t)ρ+ q = 0.

Note that this quadratic is a simple analogue of the characteristic equation

π2 − (1 + q −N1)π + q = 0

of the Frobenius map π. In the case of elliptic curves, this equation is proven by
analyzing endomorphisms on the torsion points, via the Tate Module [Si86, pg.
135] or via the Weil Pairing [Was03, Theorem 4.10]. However in the critical group
case, linear algebra suffices.

Proof of Theorem 4.4. By the universal property of ρ, it suffices to prove the iden-
tity on K(q, k, t) for all k ≥ 1. In particular, if ρ(C) = [ck, c1, c2, . . . , ck−2, ck−1]

T ,
then we notice that ρ2(C) − (1 + q + t)ρ(C) + q · C equals

c1

2

6

6

6

6

6

6

6

6

6

4

q

−(1 + q + t)
−1
0
...
0
0

3

7

7

7

7

7

7

7

7

7

5

+ c2

2

6

6

6

6

6

6

6

6

6

4

0
q

−(1 + q + t)
−1
...
0
0

3

7

7

7

7

7

7

7

7

7

5

+ · · · + ck

2

6

6

6

6

6

6

6

6

6

4

−(1 + q + t)
−1
0
0
...
0
q

3

7

7

7

7

7

7

7

7

7

5

,

which equals [0, 0, 0, 0, . . . , 0, 0]T modulo the columns of the reduced Laplacian ma-
trix. �

An even more surprising connection is the subject of the next section.

5. Group Presentations

It is well known that an elliptic curve over a finite field has a group structure
which is the product of at most two cyclic groups. See [Si86, pg. 145] or [Was03,
Theorem 4.1] for example. In view of the above results for elliptic curves, it is
natural to wonder what is the group structure of K(q, k, t).

The case of a simple wheel graph Wk was explicitly found in [Bi99] to be

Z/LkZ × Z/LkZ or Z/Fk−1Z × Z/5Fk−1Z

depending on whether k is odd or even, respectively. Here Lk is the kth Lucas
number and Fk is the kth Fibonacci number.

Determining such structures of critical groups has been the subject of several
recent papers, e.g. [JNR02, Lo07, Max06], and a common tool is the Smith normal
form of the Laplacian. In particular if group G is isomorphic to Zm/ Im M , and M ′

has the same Smith normal form as M , then G is also isomorphic to Zm/ Im M ′.
Matrices M and M ′ have the same Smith normal form if and only if M can be
transformed into M ′ by the following three operations:

(1) Multiplication of a row or a column by −1.
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(2) Addition of an integer multiple of a row or column to another.
(3) Swapping of two rows or two columns.

Theorem 5.1. The abelian group K(q, k, t) has a group structure that can be writ-

ten as the product of at most two cyclic groups.

Proof. We let Mk be the k-by-k circulant matrix circ(1+q−N1,−q, 0, . . . , 0,−1) as
in Section 1.1, and let Mk denote the k-by-k matrix circ(1+ q+ t,−q, 0, . . . , 0,−1),
the reduced Laplacian of the (q, t)-wheel graph. (For the case of k = 1 or k = 2, we
get degenerate versions of Mk but since these matrices are one and two dimensional
respectively, their Smith normal forms cannot contain diagonals with more than two
nontrivial elements. Hence, for any q ≥ 0 and t ≥ 1, K(q, 1, t) and K(q, 2, t) satisfy
the theorem.) We thus assume that k ≥ 3. To begin we note after permuting rows
cyclically and multiplying through all rows by (−1) that we get

M
T

k ≡




1 0 . . . 0 q −1 − q − t
−1 − q − t 1 0 . . . 0 q

q −1 − q − t 1 0 . . . 0
. . . . . . . . . . . . . . . . . .
. . . 0 q −1 − q − t 1 0
0 . . . 0 q −1 − q − t 1



.

Except for an upper-right corner of three nonzero entries, this matrix is lower-
triangular with ones on the diagonal. Adding a multiple of the first row to the
second and third rows, respectively, we obtain a new matrix with vector

[1, 0, 0, . . . , 0]T

as the first column. Since we can add multiples of columns to one another as well,
we also obtain a matrix with vector [1, 0, 0, . . . , 0] as the first row.

This new matrix will again be lower triangular with ones along the diagonal,
except for nonzero entries in four spots in the last two columns of rows two and
three. By the symmetry and sparseness of this matrix, we can continue this process,
which will always shift the nonzero block of four in the last two columns down one
row. This process will terminate with a block diagonal matrix consisting of (k− 2)
1-by-1 blocks of element 1 followed by a single 2-by-2 block.

Thus, the Smith normal form of Mk is the same as the Smith normal form of a
matrix formed by taking the direct sum of the identity matrix and a 2-by-2 block.
The only way to calculate the exact Smith normal form of Mk is to use precise
integers for q and t, however in our general manipulations we treated these as
symbolic variables. Nonetheless, there will be at most two nontrivial entries on the
diagonal of such a Smith normal form, thus we are done. �

Since this proof is constructive, as an application we arrive at a presentation of
the K(q, k, t)’s as the cokernels of a 2-by-2 matrix whose entries have combinatorial

interpretations. Let e(S) be the number of even elements in the set S and F̂2k(q, t)
be a bivariate analogue of the Fibonacci numbers defined as

F̂2k(q, t) =
∑

S⊆{1,2,...,2k} : S contains no two consecutive elements

qe(S) tk−#S .
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Corollary 5.2. For k ≥ 3, the Smith normal form of Mk is equivalent to a direct

sum of the identity matrix and
[
qF̂2k−4 + 1 qF̂2k−2

F̂2k−2 F̂2k − 1

]
.

Before giving the proof of Corollary 5.2, we show the following more general

result. Define M̃k as the following k-by-k matrix:

M̃k =




1 0 0 . . . 0 0 A B
−∆ 1 0 . . . 0 0 C D
q −∆ 1 . . . 0 0 0 0
. . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0 0 0
0 0 0 . . . −∆ 1 0 0
0 0 0 . . . q −∆ W X
0 0 0 . . . 0 q Y Z




.

Proposition 5.3. The Smith normal form of M̃k is equivalent to



1 0 . . . 0 0 0
0 1 . . . 0 0 0
. . . . . . . . . . . . . . . . . .
0 0 . . . 1 0 0
0 0 . . . 0 a b
0 0 . . . 0 c d




where

[
a b
c d

]
=

[
∆ 1
−q 0

]k−2 [
A B
C D

]
+

[
W X
Y Z

]
.

Proof. We represent the last two columns of M̃k as




a′′1 b′′1
a′2 b′2
a3 b3
a4 b4
a5 b5
...

...
ak bk




, and letting




0 0
a′′2 b′′2
a′3 b′3
a4 b4
a5 b5
...

...
ak bk




signify the last two columns after completing the steps outlined above, i.e. sub-
tracting a multiple of the first row from the second and third row, and then using
the first column to cancel out the entries a′′1 and b′′1 .

Continuing inductively, we get the relations

a′′m = ∆a′′m−1 + a′m

b′′m = ∆b′′m−1 + b′m

a′m+1 = qa′′m−1 + am+1

b′m+1 = qb′′m−1 + bm+1,

which we encode as the matrix equation
[
a′′m b′′m
a′m+1 b′m+1

]
=

[
∆ 1
−q 0

] [
a′′m−1 b′′m−1

a′m b′m

]
+

[
0 0

am+1 bm+1

]
.
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Letting a3, b3, . . . , ak−2, bk−2 = 0 and using

[
∆ 1
−q 0

] [
0 0
W X

]
+

[
0 0
Y Z

]
=

[
W X
Y Z

]
,

we obtain the desired result. �

We now wish to consider the special case ∆ = 1+q+t,

[
A B
C D

]
=

[
q −∆
0 q

]
, and

[
W X
Y Z

]
=

[
1 0

−∆ 1

]
. To simplify our expression further, we utilize the following

formula for a specific sequence of matrix powers.

Lemma 5.4. For all m ≥ 2,
[
1 + q + t 1

−q 0

]m

=

[
F̂2m F̂2m−2

−qF̂2m−2 −qF̂2m−4

]
.

Proof. We verify the result for m = 2 using the fact that

F̂0 = 1

F̂2 = t+ (1 + q)

F̂4 = t2 + (2 + 2q)t+ (1 + q + q2) = (1 + q + t)2 − q.

The product

[
1 + q + t 1

−q 0

] [
F̂2m F̂2m−2

−qF̂2m−2 −qF̂2m−4

]
equals



(1 + q + t)F̂2m − qF̂2m−2 (1 + q + t)F̂2m−2 − qF̂2m−4

−qF̂2m −qF̂2m−2


 .

Thus it suffices to demonstrate

F̂2m+4 = (1 + q + t)F̂2m+2 − qF̂2m

by recursion. This recurrence was proven in [Mu07]; the proof is a generalization
of the well-known recurrence F2m+4 = 3F2m+2 − F2m for the Fibonacci numbers.

Namely, the polynomial F̂2m+4 is a (q, t)-enumeration of the number of chains of
2m+ 4 beads, with each bead either black or white, and no two consecutive beads
both black. Similarly (1 + q + t)F̂2m+2 enumerates the concatenation of such a
chain of length 2m+ 2 with a chain of length 2. One can recover a legal chain of
length 2m + 4 this way except in the case where the (2m + 2)nd and (2m + 3)rd
beads are both black. Since this forces the (2m+ 1)st and (2m+ 4)th beads to be

white, such cases are enumerated by qF̂2m and this completes the proof. With this
recurrence, Lemma 5.4 is proved. �

Proof of Corollary 5.2. Here we give the explicit derivation of matrix

[
a b
c d

]
in

terms of the F̂k(q, t)’s. By Proposition 5.3 and Lemma 5.4, we let m = k − 2 and
we obtain[

a b
c d

]
=

[
F̂2k−4 F̂2k−6

−qF̂2k−6 −qF̂2k−8

] [
q −1 − q − t
0 q

]
+

[
1 0

−1 − q − t 1

]

=

[
qF̂2k−4 + 1 −(1 + q + t)F̂2k−4 + qF̂2k−6

−q2F̂2k−6 − 1 − q − t (1 + q + t)qF̂2k−6 − q2F̂2k−8 + 1

]

when reducing M
T

k to a 2-by-2 matrix with an equivalent Smith normal form.
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We apply the recursion F̂2m+4 = (1 + q + t)F̂2m+2 − qF̂2m followed by adding
a multiple of (1 + q + t) times the first row to the second row, and then use the

recursion again to get

[
qF̂2k−4 + 1 −F̂2k−2

qF̂2k−2 −F̂2k + 1

]
. Finally we multiply the second

row column through by (−1) and take the transpose, thereby obtaining the desired
result. �

As stated in the introduction, q and t signify specific integers, so one can reduce
the Smith normal form further. In general, the Smith normal form of a 2-by-2

matrix

[
a b
c d

]
can be written as diag(d1, d1d2) where d1 = gcd(a, b, c, d). The

group K(q, k, t) is cyclic if and only if d1 = 1 in this case.

Question 5.5. How can one predict what choices of integers (k, q, t) lead to a cyclic
critical group, and can we more precisely describe the group structure otherwise?

Answering this question for Wk(q, t)’s is difficult since the Smith normal form
of even a 2-by-2 matrix can vary wildly as the four entries change, altering the
greatest common divisor along with them. However, we give a partial answer to
this question below, after considering a related family of graphs.

Remark 5.6. In [Bi07], Biggs shows that a family of deformed wheel graphs (with
an odd number of vertices) have cyclic critical groups. We are able to obtain a
generalization of this result here by using Proposition 5.3. The author thanks
Norman Biggs [Bi] for bringing this family of graphs to the author’s attention.

Biggs defined W̃k by taking the simple wheel graph Wk with k rim vertices

and adding an extra vertex on one of the rim vertices. Equivalently, W̃k can be
constructed from Wk+1 by removing one spoke. We construct a (q, t)-deformation

of this family by defining W̃k(q, t) as the graph Wk+1(q, t) where all edges, i.e.
spokes, connecting vertex v0 and v1 are removed.

With such a deformation, it is no longer true that this entire family of graphs
have cyclic critical groups, but the next theorem gives a precise criterion for cyclicity
and further gives an explicit formula for the smaller of the two invariant factors
otherwise. Let [k + 1]q = 1 + q + q2 + · · · + qk, the usual q-analogue of (k + 1).

Theorem 5.7. If integers q ≥ 0 k ≥ 1, t ≥ 1 satisfy gcd(t, [k + 1]q) = 1 then the

critical group of W̃k(q, t) is cyclic. Otherwise, if we let d1 = gcd(t, [k + 1]q), then

W̃k(q, t) ∼= Z/d1Z × Z/d1d2Z.

Proof. Notice, that the reduced Laplacian matrix for W̃k(q, t) agrees with matrix
Mk+1 except in the first entry corresponding to the outdegree of v1. After taking
the transpose, cyclically permuting the rows, and multiplication by (−1), we obtain

a matrix adhering to the hypothesis of Proposition 5.3 with

[
A B
C D

]
=

[
q −1 − q
0 q

]
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and

[
W X
Y Z

]
=

[
1 0

−1 − q +N1 1

]
. Thus, the 2-by-2 matrix for this case equals

[
F̂2k−2 F̂2k−4

−qF̂2k−4 −qF̂2k−6

] [
q −1 − q
0 q

]
+

[
1 0

−1 − q − t 1

]

=

[
qF̂2k−2 + 1 −(1 + q)F̂2k−2 + qF̂2k−4

−qF̂2k−4 − 1 − q − t (1 + q)qF̂2k−4 − q2F̂2k−6 + 1

]
.

As in Corollary 5.2, we add (1+ q+ t) times the first row to the second row, and
then multiply the second column by (−1) to arrive at
[
a′ b′

c′ d′

]
=

[
qF̂2k−2 + 1 (1 + q)F̂2k−2 − qF̂2k−4

qF̂2k (1 + q)F̂2k − q2F̂2k−2 + 1

]
=

[
qF̂2k−2 + 1 F̂2k − tF̂2k−2

qF̂2k F̂2k+2 − tF̂2k − 1

]
.

We can reduce this by plugging in specific values for q and t and checking whether
or not [k+ 1]q = 1 + q+ · · ·+ qk and t share a common factor. We know that there

exist unique d1 and d2 such that

[
a′ b′

c′ d′

]
is Smith equivalent to

[
d1 0
0 d1d2

]
. We

begin by showing that d1 must divide t.
Suppose otherwise; then there exists a prime p and positive integer ℓ such that

pℓ divides d1 but pℓ does not divide t. Looking at the off-diagonal entries b′ and c′,
we see d1 divides qF̂2k and F̂2k − tF̂2k−2 hence pℓ divides both of them. Dividing

the three quantities qF̂2k, F̂2k − tF̂2k−2, and t by the largest power of p which

divides t, we may assume without loss of generality that p|qF̂2k, p|(F̂2k − tF̂2k−2),

but p 6 |t. Since p does not divide t, p must divide either q or F̂2k−2. However, d1

hence p, must also divide the top left entry, which is qF̂2k−2 + 1. Thus we get a
contradiction, and conclude that d1|t.

This greatly limits the possibilities for d1. Furthermore, if we work modulo t,
the equivalence class of a′, b′, c′, and d′ (modulo d1) does not change.

Letting t = 0 in F̂2k is equivalent to counting subsets of {1, 2, . . . , 2k} of size k
with no two elements consecutive. We can choose the subsets of all odds numbers,
which will have weight 1. If we then pick element 2k instead of 2k−1, we get a subset
of weight q, and inductively, we get a weighted sum of 1+q+q2+ · · ·+qk where the
last weight corresponds to the subset of all even numbers. Thus the desired 2-by-

2 matrix reduces to

[
q(1 + q + q2 + · · · + qk−1) + 1 1 + q + q2 + · · · + qk

q(1 + q + q2 + · · · + qk) q + q2 + · · · + qk+1

]
, hence

modulo t, the gcd of the entries is the quantity [k + 1]q.
Thus we conclude that d1 divides [k + 1]q. Combining this fact with d1|t, we

conclude d1| gcd([k + 1]q, t). However, since we know that d1 ≡ [k + 1]q (mod t),
we have integers m1,m2 such that t = m1d1, [k + 1]q = (m1m2 + 1)d1, and so
gcd([k + 1]q, t) = d1 ·m3 where m3 = gcd(m1,m1m2 + 1) = 1. Thus we obtain the
equality d1 = gcd([k + 1]q, t) as desired. �

Remark 5.8. Notice, that if q = 1 and t = 1 we have d1 = 1, hence cyclicity in
this case. This result was proven by Biggs [Bi07] for the case of odd k, and the
above proof of Theorem 5.7 specializes to give an alternate proof of this result.

Remark 5.9. The above proof can also be adapted to demonstrate values of (k, q, t)
for which the original critical groups, K(q, k, t), are not cyclic. Namely, by pushing
through the same argument, we find that modulo t, the value d1 is congruent to
[k]q. Consequently, the quantity gcd(t, [k]q) divides the gcd of a, b, c, d, and thus
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K(q, k, t) is not cyclic whenever K( ˜Wk−1(q, t)) is not cyclic. Unfortunately, we do
not get an if and only if criterion nor a precise formula for the smaller invariant
factor in this case. This is due to the fact that there are cases where d1 does not
divide t for the undeformed wheel graphs. In particular, this allows the simple
wheel graphs to have non-cyclic critical groups.

Despite the fact that it is difficult to determine whether or not K(q, k, t) is cyclic,
if we instead look at the limit, K(q, t), we have the following result:

Theorem 5.10. For any n ≥ 1, the abelian group K(q, t) contains the subgroup

Z/nZ. Furthermore, group K(q, t) contains Z/nZ×Z/nZ as a subgroup if and only

if n and q are coprime.

For the proof of Theorem 5.10, we will utilize the following Lemma, which is a
variant of a result of D. D. Wall [Wal60].

Lemma 5.11. Let {Ĝm(Q, T )}m≥1 be any sequence of bivariate integer polynomials

satisfying the recurrence

Ĝm+2 = (1 +Q+ T )Ĝm+1 −QĜm.

Then, if q, t, n are integers, n ≥ 1, the sequence {Ĝm(Q, T )|Q=q,T=t mod n}m≥1

is periodic.

Proof. Given integers q, t, let Ĝm be shorthand for Ĝm(Q, T )|Q=q,T=t. Since there
a a finite number of choices of pairs, n2, and an infinite number of m, there clearly
exist m,m′ ≥ 1 such that we have both

Ĝm ≡ Ĝm′ mod n and

Ĝm+1 ≡ Ĝm′+1 mod n.

Since Ĝm+2 = (1+q+t)Ĝm+1−qĜm, we use this modular equivalence and induction

to prove that Ĝm+r ≡ Ĝm′+r mod n for all r ≥ 0. Running the recurrence back-

wards, we see that this equivalence is also true for Ĝm−1 ≡ Ĝm′−1, Ĝm−2 ≡ Ĝm′−2,

. . . , Ĝ1 ≡ Ĝ(m′−m)+1, Ĝ0 ≡ Ĝm′−m and we have the desired periodicity. �

Proof of Theorem 5.10. BecauseK(q, t) is the direct limit of abelian groupsK(q, k, t)
using injective transition maps, it follows thatK(q, k, t) is isomorphic to a subgroup
of K(q, t) for all k ≥ 1. Thus, any group G is a subgroup of K(q, t) if and only if
there exists k such that G is a subgroup of K(q, k, t). (In fact, once G ≤ K(q, k, t),
we have G ≤ K(q,mk, t) for all m ≥ 1.)

By Theorems 2 and 3 of [Mu07], it follows that Wk(Q, T ) = L̂2k(Q, T )−(1+Qk),
where

L̂2k =
∑

S⊆{1,2,...,2k} : S contains no two circularly consecutive elements

Qe(S) T k−#S

is a bivariate analogue of the Lucas number L2k. These bivariate analogues of the
Lucas numbers actually satisfy the recurrence [Mu07, Proposition 1]

L2k+4 = (1 +Q+ T )L2k+2 −QL2k,

so the hypotheses of Lemma 5.11 are satisfied. We conclude that for all integers
q and t, the sequence of integers {L̂2k(q, t) mod n}k≥1 is periodic. By Fermat’s

Little Theorem, qφ(n) ≡ 1 mod n so {1 + qk mod n}k≥1 is also periodic, and thus
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their sum {Wk(q, t) mod n}k≥1 is a periodic sequence. Assuming that the period
of {Wk(q, t) mod n}k≥1 is k0, it follows that

Wk0+1(q, t) ≡ W1(q, t) ≡ (1 + q + t) − (1 + q1) and

Wk0+2(q, t) ≡ W2(q, t) ≡
(
(1 + q + t)2 − 2q

)
− (1 + q2).

By the recurrence for the L̂2k’s, Wk0
≡ L̂2k0

− (1 + q0) ≡ 2 − 2 ≡ 0. Consequently,
n divides Wk0

(q, t), and since this is the order of K(q, k0, t), a finite abelian group,
when q ≥ 0 and t ≥ 1, it follows that K(q, k0, t) contains a subgroup of order n.
Thus for all q ≥ 0, t ≥ 1, n ≥ 1, the limit K(q, t) contains a subgroup isomorphic
to Z/nZ.

We now turn to the question of whether or not Z/nZ × Z/nZ is a subgroup of

K(q, t). From Corollary 5.2, we see that for k ≥ 3, the Smith normal form of M
T

k is

equivalent to a direct sum of the identity matrix and

[
qF̂2k−4 + 1 qF̂2k−2

F̂2k−2 F̂2k − 1

]
. Thus

Zk/Im M
T

k
∼= Z/d1Z × Z/d2Z

where d1|d2 and d1 = gcd(qF̂2k−4 + 1, qF̂2k−2, F̂2k−2, F̂2k − 1). Using the fact that

F̂2k − 1 = (1 + q + t)F̂2k−2 − (qF̂2k+4 + 1), we can simply this gcd to

d1 = gcd(qF̂2k−4 + 1, F̂2k−2).

Let k0 denote the period of the sequence {F̂2k(q, t) mod n}k≥1. Accordingly,

F̂2k0
≡ 1 mod n and F̂2k0+2 ≡ (1 + q + t) mod n. If q and n are coprime, we can

run the F̂2k-recurrence backwards, to see that F̂2k0−2 ≡ 0 mod n and F̂2k0−4 =

0 ≡ −1/q mod n. Notice that gcd(F̂2k0−2, qF̂2k0−4 − 1) ≡ (0, 0) modulo n and
we conclude that n divides d1, the gcd associated to the 2-by-2 matrix for Mk0

.
Thus we see that Z/nZ × Z/nZ ≤ K(q, t) when q and n are coprime. If q and n

share a common factor, then d1 = gcd(qF̂2k−4 + 1, F̂2k−2) 6≡ 0 modulo n for any k,

since qF̂2k−4 + 1 ≡ 1 mod gcd(q, n). Thus (q, n) 6= 1 implies that Z/nZ ×Z/nZ 6≤
K(q, t). �

Remark 5.12. When q is a power of a prime (i.e. q = pℓ), E is an elliptic curve,
and Fp is an algebraic closure of Fq, the group of points E(Fp) also has the property

that Z/nZ×Z/nZ ≤ E(Fp) iff (n, q) coprime. When E is an ordinary elliptic curve,

Z/pZ ≤ E(Fp) and otherwise E is known as supersingular.

Thus Theorem 5.10 illustrates how K(q, t) behaves like an ordinary elliptic curve
rather than a supersingular one. As we will see in Theorem 5.13, we should in fact
think of K(q, t) as the combinatorial analogue of an even more specific type of
ordinary elliptic curve, namely one with endomorphism ring given by Z[π].

We now use analogous techniques to partially provide an explicit presentation
for E(Fqk), the group of points/Fqk on elliptic curve E, defined over Fq. Recall
that matrix Mk was defined in Section 2.

Theorem 5.13. Let E be an elliptic curve defined over Fq. If End(E) ∼= Z[π],
then

E(Fk
q ) ∼= Zk/Im MT

k

for all k ≥ 1. Furthermore, there exists a point P ∈ E(Fqk) with property πm(P ) 6=

P for all 1 < m < k such that {P, π(P ), . . . , πk−1(P )} are the generators of group

E(Fqk) under this presentation.
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Proof. Since π satisfies a quadratic characteristic equation, the fact that End(E) ∼=
Z[π] implies that we are in the case of an ordinary elliptic curve [Was03, Theorem
10.7]. In this case, all of E’s endomorphisms are defined over Fq, and more precisely,
a theorem of Lenstra [Le96] says that an ordinary elliptic curve over Fq has a group
structure in terms of its endomorphism ring, namely,

E(Fqk) ∼= End(E)/(πk − 1).

Since E(Fqk) ∼= Z[π]/(1 − πk), from the characteristic equation for the Frobenius
map π, we get

E(Fqk) ∼= Z[x]/(x2 − (1 + q −N1)x+ q, xk − 1)

with x transcendent over Q. Thus E(Fqk) is isomorphic to a group with generators

{1, x, x2, . . . , xk−1} and relations generated by {x2 − (1 + q −N1)x+ q, x3 − (1 +
q − N1)x

2 + qx, . . . , xk−1 − (1 + q − N1)x
k−2 + qxk−3, 1 − (1 + q − N1)x

k−1 +
qxk−2, x − (1 + q − N1) + qxk−1}, hence matrix Mk, as defined in Section 1.1, is
the desired presentation for E(Fqk). Letting x be π and acting on a point P , with

the property πℓ(P ) 6= P for 1 ≤ ℓ ≤ k − 1, yields the desired generators. �

Note that we get that End(E) ∼= Z[π] implies E(Fq) is cyclic, thus agreeing with

the group presentation in the case when MT
k is a 1-by-1 matrix. Since E(Fp) is

the direct limit of {E(Fqk)}k≥1, we get the following corollary, following reasoning
analogous to that of Section 3.

Corollary 5.14. If End(E) ∼= Z[π], then E(Fp) is isomorphic to the direct limit

of { Zk/Im MT
k }k≥1 using the transition maps ψk2,k1

defined in Section 3.

Remark 5.15. C. Wittmann [Wi01] describes in more generality how the groups
E(Fqk) depend on End(E). He gives a description of E(Fqk) as a product of two
cyclic groups, rather than as a cokernel of a k−by−k matrix.

We leave the reader with two motivational questions for future research.

Question 5.16. If E is an elliptic curve defined over Fq and End(E) 6= Z[π] can
we state an analogue of Corollary 5.14? In other words, is there a sequence of
integers {d(ℓ)} and another family of matrices M̂ℓ, which analogous to the MT

k ’s

have symmetries or are defined by a small number of parameters, such that E(Fp) ∼=

the direct limit { Zd(ℓ)/Im M̂ℓ}ℓ≥1 in this case?

Question 5.17. Even more generally, are there other families of curves F and
other families of graphs G such that the Jacobian groups of F correspond to the
critical groups of G?
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