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Abstract

We investigate the consequences of applying the theoretical and algorithmic
tools of polyhedral geometry to computational representation theory. The central
problem motivating our study is that of computing tensor product multiplicities,
also known as Clebsch–Gordan coefficients, for finite-dimensional complex semisim-
ple Lie algebras. In addition to representation theory, the computation of these
numbers has applications in algebraic geometry, quantum mechanics, and theoret-
ical computer science.

Even though computing Clebsch–Gordan coefficients is #P -hard in general,
we show that, when the Lie algebra is fixed, there is a polynomial time algorithm
based on counting the lattice points in polytopes. Moreover, we show that, for Lie
algebras of type A, there is an algorithm to decide when the coefficients are nonzero
in polynomial time for arbitrary rank based on Khachiyan’s ellipsoid algorithm.
Our experiments show that this polyhedral algorithm is superior in practice to the
standard techniques for computing multiplicities when the weights have large entries
but small rank. Using an implementation of this algorithm, we provide experimental
evidence for two conjectured generalizations of the saturation theorem of Knutson
and Tao (1999). One of these conjectures, which applies to all of the classical root
systems, is an extension of earlier work by King, Tollu, and Toumazet (2004).

In pursuit of proofs of these conjectures, we turn to a theoretical study of
stretched Clebsch–Gordan coefficients in the special case of stretched Kostka coef-
ficients for type-A Lie algebras. We approach this problem via the geometry and
combinatorics of Gelfand–Tsetlin polytopes, which encode the Kostka coefficients of
gln(C). We present a combinatorial structure on Gelfand–Tsetlin patterns, which
constitute the polyhedral cone within which Gelfand–Tsetlin polytopes exist. This
combinatorial structure, which we call a tiling, encodes both the combinatorics of
the polytope and the geometry of its embedding with respect to the integer lattice.

We use tilings of Gelfand–Tsetlin patterns to give a combinatorial characteri-
zation of the vertices of Gelfand–Tsetlin polytopes and a method to calculate the
dimension of the minimal face containing a given Gelfand–Tsetlin pattern. As an
application, we settle a conjecture of Berenstein and Kirillov (1995) that the vertices
of Gelfand–Tsetlin polytopes are integral. We prove the conjecture in n ≤ 4, and
we construct an example for each n ≥ 5, with arbitrarily increasing denominators
as n grows, of a non-integral vertex. This is the first infinite family of non-integral
polyhedra for which the Ehrhart counting function is still a polynomial. We also
derive a bound on the denominators for the non-integral vertices when n is fixed.

Continuing our application of the Gelfand–Tsetlin tiling machinery, we study
the stretched Kostka coefficient Kλβ , which is the map n 7→ Knλ,nβ sending each
positive integer n to the Kostka coefficient indexed by nλ and nβ. Kirillov and
Reshetikhin (1986) have shown that stretched Kostka coefficients are polynomial
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vi ABSTRACT

functions of n. King, Tollu, and Toumazet have conjectured that these polynomials
always have nonnegative coefficients (2004), and they have given a conjectural ex-
pression for their degrees (2005). We prove the values conjectured by King, Tollu,
and Toumazet for the degrees of stretched Kostka coefficients.
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CHAPTER 1

Introduction

1.1. Historical Overview

Over the course of the last sixty years, the theory of convex rational polyhedra
has revealed itself to be a rich source of algorithmic tools for studying the repre-
sentation theory of Lie algebras. Many aspects of representation theory have long
lent themselves to combinatorial interpretations. Discrete structures such as weight
lattices, semi-standard Young tableaux, Dynkin diagrams, and crystal graphs are
central to understanding the representations of Lie algebras [23, 27, 33, 48].

Combinatorial interpretations are also indispensable if we wish to compute
properties of representations. A fundamental problem in computational represen-
tation theory, and the principle motivation of the present study, is the so-called
Clebsch–Gordan problem [23]: Given highest weights λ, µ, and ν for a semisimple
Lie algebra g, compute the multiplicity of the irreducible representation Vν with
highest weight ν in the tensor product of Vλ and Vµ. We call this multiplicity the
Clebsch–Gordan coefficient Cνλµ of g associated with the highest weights λ, µ, and
ν.

The concrete computation of Clebsch–Gordan coefficients has attracted much
attention from not only representation theorists, but also from physicists, who
employ them in the study of quantum mechanics (see, e.g., [4, 12, 71]). The
importance of these coefficients is also evident from their widespread appearance in
other fields of mathematics besides representation theory. For example, the Little-
wood–Richardson coefficients appear in combinatorics via symmetric functions and
in enumerative algebraic geometry via Schubert varieties and Grassmannians (see,
for instance, [21, 47, 49, 62]).

Clebsch–Gordan coefficients are manifestly nonnegative integers, a fact which
has naturally motivated researchers to devise combinatorial interpretations of these
numbers. The most famous of these is the Littlewood–Richardson rule (see [23,
27, 48]), which expresses Cνλµ for g = gln(C) as the number of skew Littlewood–
Richardson tableaux with shape and content determined by the choice of highest
weights. Combinatorial rules have also been introduced for arbitrary semisimple
Lie algebras. One such rule employs the canonical bases of Lusztig [45, 46]. An
equivalent rule, due to Kashiwara and Nakashima, rest upon the machinery of
crystal graphs and crystal bases [31, 33]. In addition, Littelmann has presented a
method that can be seen as a direct generalization of the Littlewood–Richardson
rule. This method computes Cνλµ by enumerating certain piecewise linear paths in
the weight lattice of g [43, 44].

Concurrently with the development of these combinatorial descriptions of
Clebsch–Gordan coefficients, another approach has opened the door to a vast store
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2 1. INTRODUCTION

of theoretical and algorithm techniques. This approach is the encoding of Clebsch–
Gordan coefficients as the number of integer solutions to a finite system of linear
inequalities and equalities with integer coefficients. That is, in the language of dis-
crete geometry, Cνλµ is the number of integer lattice points in some rational convex
polytope.

The origins of the polyhedral approach go back over fifty years to the work of
Gelfand and Tsetlin, who provided the first encoding of weight-space multiplicities
for gln(C) as the number of integer solutions to a finite set of linear inequalities
[24]. Work accelerated in the 1980s, following the first encoding of Littlewood–
Richardson coefficients as integral points in polytopes in the Ph.D. thesis of S. John-
son [28]. In 1986, Gelfand and Zelevinsky generalized the earlier work of Gelfand
and Tsetlin to give another polyhedral encoding of Littlewood–Richardson coeffi-
cients [25]. In 1988, Berenstein and Zelevinsky expressed these polytopes in terms
of weight partitions, and they conjectured that similar techniques could be used to
enumerate Clebsch–Gordan coefficients for arbitrary semisimple Lie algebras [6].
In 1999, Knutson and Tao provided dramatic evidence for the usefulness of the
polyhedral approach when they used a reformulation of the type-A versions of the
Berenstein–Zelevinsky polytopes to prove the saturation theorem [41]. This had
been a long-standing conjecture whose solution solved the problem posed by Her-
mann Weyl in 1912 of determining the eigenvalues of the sum of two Hermitian
matrices given the eigenvalues of the summands [70] (see [22] for a history of this
problem and its solution). Finally, in 2001, Berenstein and Zelevinsky completed
their program of providing polyhedral descriptions of Clebsch–Gordan coefficients
for all semisimple Lie algebras [8].

The development of the Berenstein–Zelevinsky polytopes has not been the only
means by which mathematicians have been able to apply polyhedral techniques to
representation theory with fruitful results. Billey, Guillemin, and Rassart have
used the theory of vector partition functions to prove polynomiality results for the
behavior of weight-space multiplicities for type A as the weights are varied [9].
Rassart has shown that similar polynomiality results extend to the Littlewood–
Richardson coefficients [59]. King, Tollu, and Toumazet applied the theory of
Ehrhart quasi-polynomials of polytopes to study so-called stretched Littlewood–
Richardson coefficients [35] (about which we will have much more to say below).
Baldoni, Beck, Cochet, and Vergne have used polyhedral interpretations of standard
Lie algebraic formulations of Clebsch–Gordan coefficients to extend some of the
results of Billey, Guillemin, and Rassart to arbitrary classical root systems [1]. Pak
and Vallejo have studied the combinatorial complexity of the bijections defined by
the polyhedral models and have analyzed the structure of the associated polyhedral
cones, giving linearized versions of various discrete algorithms on tableaux [56].

Very recently, Narayanan proved that the computation of Clebsch–Gordan co-
efficients is in general a #P -complete problem [55]. Nonetheless, we may still ask
whether one can decide the positivity of a general Clebsch–Gordan coefficient in
polynomial time. Here, we do not need to compute Cνλµ exactly. Rather, we are
only interested in determining whether Cνλµ > 0. This question takes on added
interest in light of recent developments tying the computational complexity of
Clebsch–Gordan coefficients to theoretical computer science. Mulmuley and So-
honi [53, 54, 52] have developed a program connecting the P vs. NP question to
a class of problems known in geometric complexity theory as subgroup restriction
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problems. Suppose that G is a complex connected reductive group and that H is a
connected reductive subgroup. Then there exists a decomposition of the irreducible
representation Vλ(G) of G with highest weight λ into irreducible H-submodules.
The subgroup restriction problem is to answer the following question: Given highest
weights α and β for G and H respectively, does Vβ(H) appear in the decomposi-
tion of Vα(G)? The goals of the Mulmuley–Sohoni program are as follows: (1)
find an algorithm to answer this question that is polynomial in the input sizes of
α, β, and the rank of G; and (2) show that this result can be used to construct
certain geometric obstructions that would establish that P 6= NP . In the context
of representation theory, the subgroup restriction problem becomes the problem of
establishing whether Cνλµ > 0 for a given triple of highest weights.

As representation theorists were discovering how to encode Clebsch–Gordan
coefficients and weight-space multiplicities as the number of lattice points in poly-
topes, convex geometers were developing theoretical results from which powerful
consequences would follow in representation theory. The theory of the enumerative
combinatorics of rational polyhedra in particular has made tremendous strides in
the last forty years. Here we are interested in the number ϕA(b) of integer solutions
x ∈ Zn to a system of linear inequalities Ax ≤ b, where A is an m× n matrix and
b ∈ Zm.

A seminal result of Ehrhart in 1962 [20] (see also [63, Chapter 4]) provides
a beautiful description of the counting function iP (n) = ϕA(nb), which gives
the number of integer lattice points in the nth dilation of the rational polytope
P = {x ∈ Rn : Ax ≤ b}. In 1995, Sturmfels incorporated the results of Ehrhart
into a description of the analogous multivariate counting function corresponding to
translating facets of the polytope independently of each other [67]. In 1997, Sturm-
fels and Thomas studied the continuity properties of ϕA(b) [68]. This work served
as one of the foundations of Knutson and Tao’s proof of the saturation theorem
using hive polytopes [41] (see also the excellent exposition in [10]).

Researchers have also gained a deeper understanding of the computational com-
plexity of polytopes. In 1979, Khachiyan introduced the ellipsoid algorithm for
performing linear programming on a rational polytope in time polynomial in the
input size of the data defining the polytope (e.g., a list of its vertices) [34]. In
particular, Khachiyan’s algorithm decides the feasibility of a linear system of in-
equalities in polynomial time. In 1994, Barvinok presented an algorithm that, for
fixed dimension d, enumerates the lattice points in a rational polytope in Rd in
time polynomial in its input size [3].

As mentioned above, Narayanan showed that the computation of Clebsch–
Gordan coefficients is a #P -complete problem [55]. Nonetheless, one can ask for
an algorithm that behaves well when some parameter is fixed. Stembridge raised
the challenge of crafting algorithms based on geometric ideas such as Littelmann’s
paths [44] or Kashiwara’s crystal bases [32] (see comment on page 29, section 7,
of [66]). As we show below, there is such an algorithm, based on the polyhedral
geometry of the Clebsch–Gordan coefficients.

The geometric results achieved by the polyhedral researchers have profound
implications for the structure of Lie algebras. Moreover, the algorithmic results of
Barvinok and Khachiyan permit the computation of Clebsch–Gordan coefficients
in contexts where it had previously been impossible. The experimental evidence
we have produced with these computations has brought to light several fascinating
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properties of the representations of the classical groups. These properties moti-
vate several conjectures that follow naturally from the polyhedral approach. We
feel confident in predicting that, as the research community pursues the proofs of
these and other conjectures, the polyhedral approach will continue to be a force in
computational representation theory for years to come.

1.2. Mathematical Background and Notation

1.2.1. Representations of semisimple Lie algebras. We now briefly dis-
cuss the classification of the representations of semisimple Lie algebras. The results
we discuss are well-known, and our notation is largely standard. See [23] or [27]
for a full development of this fundamental theory.

Let g be a complex finite-dimensional semisimple Lie algebra, and let h be a
Cartan subalgebra of g. Then every irreducible representation V of g decomposes
into weight spaces V (β), β ∈ h∗, which are scaled under the action of h. More
precisely, we have that

(1.1) V =
⊕
β∈h∗

V (β),

where V (β) = {v ∈ V : h · v = β(h)v, for all h ∈ h}. The elements β ∈ h∗ indexing
the weight spaces V (β) are the weights of the representation V . All weights of the
representations of g lie in a lattice ΛW ⊂ h∗ called the weight lattice of g. The rank
of g is defined to be the rank of ΛW as an abelian group.

When this process of decomposing into weight spaces is applied to the adjoint
representation, we get a decomposition of g itself into a finite number of root spaces:

g = h⊕
⊕
α∈R

gα,

where the direct sum is over the finite set R ⊂ ΛW of roots. The roots lie in a
sublattice ΛR of ΛW with finite index. To each root α, we associate the subalgebra
sα = gα⊕g−α⊕ [gα, g−α] of g. In fact, sα is an isomorphic copy of sl2(C) generated
by Chevalley generators eα ∈ gα, fα ∈ g−α, and α∨ ∈ [gα, g−α]. Though eα and
fα are not uniquely determined by this description, α∨ is the unique element of
[gα, g−α] such that α(α∨) = 2. We call α∨ a coroot of g.

By fixing a generic linear functional l on h∗, we partition R into a set of positive
roots R+ = {β ∈ R : l(β) > 0} and a set of negative roots R− = {β ∈ R : l(β) < 0}.
The reflections sα : h∗ → h∗, α ∈ R, in the hyperplanes Ωα = {γ ∈ h∗ : γ(α∨) = 0}
defined by

sα(β) = β − 2β(α∨)
α(α∨)

generate the Weyl group W of g. The hyperplanes Ωα, α ∈ R, form a central
hyperplane arrangement whose complement in ΛW ⊗ R is a union of open polyhe-
dral cones with vertices at the origin. The chambers of g are the closures of the
full-dimensional components of the complement of this hyperplane arrangement.
Among these chambers, we distinguish the Weyl chamber W , defined by

W =
{
β ∈ ΛW ⊗ R : β(α∨) ≥ 0 for all α ∈ R+

}
In an arbitrary irreducible representation V , the root spaces gα act by per-

muting the weight spaces according to addition of weights. That is, if g ∈ gα,
then g(V (β)) = V (α+ β). In particular, there is a unique weight space V (λ) of V
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such that g(V (λ)) = 0 whenever g ∈ gα and α ∈ R. The corresponding weight λ
is called the highest weight of the irreducible representation V . If two irreducible
representations have the same highest weight, then they are isomorphic. Thus, the
irreducible representations of g are indexed by their highest weights. These high-
est weights all lie in the Weyl chamber W . Indeed, the highest weights of g are
precisely the elements of ΛW ∩W . We denote the irreducible representation with
highest weight λ by Vλ.

The representation theory of semisimple Lie algebras reflects that of finite
groups in that every representation may be decomposed into a direct sum of ir-
reducible representations. In particular, given highest weights λ and µ, we have a
decomposition

(1.2) Vλ ⊗ Vµ =
⊕

ν∈ΛW∩W

V
⊕Cνλµ
ν =

⊕
ν∈ΛW∩W

CνλµVν .

We call the numbers Cνλµ appearing in the decomposition (1.2) Clebsch–Gordan
coefficients. In the specific case of type-A Lie algebras, these values are also called
Littlewood–Richardson coefficients. When we are specifically discussing the type-A
case, we will adhere to convention and write cνλµ for Cνλµ.

A special case of Clebsch–Gordan coefficients are the weight-space multiplicities.
These are the dimensions of the weight spaces arising in the decomposition (1.1).
Given a highest weight λ and a weight β of a Lie algebra g, the weight-space
multiplicity Kλβ is defined by

Kλβ = dimVλ(β).

Though it is not immediately evident from this algebraic definition, every weight-
space multiplicity of g is a Clebsch–Gordan coefficient of g. In particular,

Kλβ = Cνν−β,λ

if ν is a highest weight of g chosen sufficiently far from the hyperplanes Ωα, α ∈ R+,
bounding the Weyl Chamber [72, §131]. See the discussion following Proposition
2.5 for an explicit bijection establishing this equality in type A, where the weight-
space multiplicities are known as Kostka coefficients.

1.2.2. Enumeration of lattice points in polytopes. A polyhedron P is
the set of solutions x ∈ Rn to a finite system of linear inequalities

a11x1 + · · ·+ a1nxn ≤ b1
...

am1x1 + · · ·+ amnxn ≤ bm.
We say that P is rational if the aij ’s and the bi’s are all rational. We produce an
equivalent system of inequalities if we multiply both sides of each inequality by the
least common multiple of the denominators of the aij ’s and the bi’s. Therefore,
we may assume without loss of generality that each aij and bi is an integer. We
express such a system as a matrix inequality Ax ≤ b, where A = (aij) ∈ Zm×n and
b = (b1, . . . , bm)t ∈ Zm. Given c ∈ Rn and d ∈ R, H = {x ∈ Rn : ctx = d} is a
support hyperplane of P if ctx ≤ d for all x ∈ P . A face of P is the intersection of
P with a support hyperplane. Observe that, under this definition, the empty set
and P itself are both faces of P . The dimension of a face F of P is the dimension
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of the affine linear subspace spanned by F . The facets of P are those faces that are
not properly contained in any face of P other than P itself.

A polyhedron is called a polytope if it is bounded. It is a well-known (but not
entirely trivial) theorem that the bounded rational polyhedra in Rn are precisely
the convex hulls of finite sets of points in Qn [60, 73]. An integral polytope is the
convex hull of a finite set of points in Zn.

Given an integer matrix A ∈ Zm×n, define the counting function ϕA : Zm → Z
by

ϕA(b) = # {x ∈ Zn : Ax ≤ b} .
Hence, ϕA(b) is the number of points in the integer lattice Zn contained in the
polytope P = {x ∈ Rn : Ax ≤ b}. We call ϕA a vector partition function because it
expresses the number of ways to write a vector b as a nonnegative linear combination
of the columns of the matrix A with integer coefficients.

Observe that if
ai1x1 + · · ·+ ainxn ≤ bi

is one of the facet-defining inequalities of P , then varying bi corresponds to a
parallel translation of the facet on which this inequality is attained with equality.
In particular, scaling the vector b by a factor of m corresponds to dilating the
polytope P by a factor of m. We denote the dilated polytope by mP :

mP = {x ∈ Rn : 1
mx ∈ P}.

In 1962, Ehrhart proved the following remarkable result [19, 20]. If P is a
d-dimensional rational polytope in Rn, then there is a degree-d quasi-polynomial
function iP : Z→ Z with rational coefficients such that the restriction of iP to the
positive integers counts the number of lattice points in integral dilations of P . That
is, we have that

iP (m) = |mP ∩ Zn|, m = 1, 2, 3, . . . .
This means that there exist periodic functions c0, . . . , cd : Z→ Q such that

iP (m) = cd(m)md + · · ·+ c1(m)m+ c0(m), m = 1, 2, 3, . . . .

Equivalently, there are polynomials f1(t), . . . , fM (t) ∈ Q[t] such that each fj(t) is
of degree ≤ d, and

iP (m) =


f1(m) if m ≡ 1 mod M,

...
fM (m) if m ≡M mod M.

If iP can be expressed in terms of M polynomials in this fashion, we say that M
is a quasi-period of iP . (We do not assume that M is the minimum such number.)
When P is an integral polytope, then iP has a quasi-period of 1; that is, iP (m) is
simply a polynomial function of m [19].

Several important pieces of geometric information are encoded in the coeffi-
cients of the Ehrhart quasi-polynomial of a rational polytope. First, as mentioned,
the degree of the quasi-polynomial is the dimension of the polytope. Moreover, the
coefficient of the leading term in each nonzero constituent fj(x) is the volume of the
polytope, where the volume is measured with respect to the sublattice that is the
intersection of the affine span of P with Zn. If, in addition, the polytope is integral,
then the (d − 1)-degree coefficient cd−1 is one-half the sum of the volumes of the
facets, where the volume of each facet is measured with respect to the sublattice
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defined by its affine span. Finally, when the polytope is integral, the constant term
c0 is always 1. For an excellent introduction to Ehrhart quasi-polynomials that
includes proofs of all these properties, see [63, Chapter 4].

Such concise geometric interpretations for the other coefficients of Ehrhart
quasi-polynomials are not known. Even in the case of integral polytopes, the only
expressions known are complicated alternating sums involving the toric geometry
of the polytope (see, for example, [57]). It is possible to give elementary geo-
metric interpretations for the terms in these alternating sums; A. Schürmann has
expressed them in terms of the volumes of the intersections of the polytope and
all lattice translates of the fundamental domains of the sublattices spanned by the
faces [61]. Nonetheless, the alternating nature of these sums presents an obstacle
to understanding the behavior of the coefficients. For example, we conjecture be-
low that the coefficients of the Ehrhart quasi-polynomials of Berenstein–Zelevinsky
polytopes are always nonnegative (Conjecture 3.8), but it is difficult to prove such
bounds using the alternating sums currently available.

1.3. Polytopes for encoding Clebsch–Gordan coefficients

In this section, we present the polyhedral encodings of Clebsch–Gordan coeffi-
cients due to Berenstein and Zelevinsky [8]. Given highest weights λ, µ, and ν for
a finite-dimensional complex semi-simple Lie algebra g, Berenstein and Zelevinsky
define a corresponding polytope BZνλµ(g). In the remaining chapters, we will be
applying the polyhedral theory discussed above to these polytopes to derive theo-
retical and computational results about the behavior of Clebsch–Gordan coefficients
as the parameterizing highest weights are varied. We refer to these polytopes as
BZ-polytopes. Their crucial property is guaranteed by the following theorem.

Theorem 1.1. [8, Theorems 2.3 and 2.4] Given highest weights λ, µ, and ν
for a finite-dimensional complex semisimple Lie algebra g, the number of integer
lattice points in BZνλµ(g) is the Clebsch–Gordan coefficient Cνλµ for g. That is

Cνλµ = |BZνλµ(g) ∩ Zd|
where d is the dimension of the ambient space containing BZνλµ(g).

We now provide the defining inequalities of these polytopes in each of the
classical root systems Ar, Br, Cr, and Dr.

1.3.1. Type Ar. Littlewood–Richardson coefficients were shown in [5] to be
equal to the number of integral lattice points in members of a particular family
of polytopes. In 1999, Knutson and Tao [41] used these polytopes to prove the
saturation theorem (Theorem 3.1 below). More precisely, Knutson and Tao applied
a lattice-preserving linear map to the polytopes of Berenstein and Zelevinsky, pro-
ducing what they call hive polytopes (Definition 1.3 below). These are a particularly
symmetrical description of the Berenstein–Zelevinsky polytopes in type A, and we
will be using them extensively in the following discussion. These polytopes exist in
the polyhedral cone of hive patterns, which we now define.

Definition 1.2. Fix r ∈ Z≥0 and let H = {(i, j, k) ∈ Z3
≥0 : i + j + k = r}. A

hive pattern of size r is a map

h : H → R≥0, (i, j, k) 7→ hijk,
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satisfying the rhombus inequalities:

hi,j−1,k+1 + hi−1,j+1,k ≤ hijk + hi−1,j,k+1,

hijk + hi−1,j−1,k+2 ≤ hi,j−1,k+1 + hi−1,j,k+1,

hi+1,j−1,k + hi−1,j,k+1 ≤ hijk + hi,j−1,k+1.

for (i, j, k) ∈ H, i, j ≥ 1.

We usually think of a hive pattern of size r as a triangular array of real numbers:

h0,0,r

h1,0,r−1 h0,1,r−1

h2,0,r−2 h1,1,r−2 h0,2,r−2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

hr,0,0 hr−1,1,0 · · · h1,r−1,0 h0,r,0

In this representation, the rhombus inequalities state that, for each “little rhombus”
of entries (which comes in one of three orientations), the sum of the entries on the
long diagonal does not exceed the sum of the entries on the short diagonal. That is,
when the entries a, b, c, and d of a hive pattern are in one of the three configurations

c b

a d

c

a b

d

a c

d b

we have that a+ b ≥ c+ d. Here is an example of a hive pattern with r = 4:

0

8 5

13 12 8

18 17 15 11

20 20 18 16 12

Recall that a partition of length r is a sequence λ of integers λ1 ≥ · · · ≥ λr ≥ 0.
We write |λ| for

∑r
i=1 λi, the size of the partition λ.

Definition 1.3. Given partitions λ, µ, ν ∈ Zr≥0, the hive polytope Hν
λµ is the

set of hive patterns with boundary entries fixed as in Figure 1.1.

Knutson and Tao do not require in their definition that λ, µ, ν ≥ 0. However,
when considering Littlewood–Richardson coefficients, it suffices to restrict ourselves
to the case in which λ, µ, and ν are partitions; in particular, their coordinates are
nonnegative. This has the consequence that hive polytopes lie in the nonnegative
orthant, which will be convenient in Section 3.1.
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0

ν1 = • • = λ1

ν1 + ν2 = • • • = λ1 + λ2

ν1 + ν2 + ν3 = • • • • = λ1 + λ2 + λ3

. . . . . . . . . . . . . . . . . . . . . . . . . . . .

|ν| = •=
|λ|+

|µ|

· · · •=
|λ|+

µ
1
+

µ
2 +

µ
3

•=
|λ|+

µ
1
+

µ
2

•=
|λ|+

µ
1

• = |λ|

Figure 1.1. The boundary entries of the hive patterns in the hive
polytope Hν

λµ.

From the perspective of computational complexity, it is important to note that,
for fixed r, the input size of a hive polytope Hν

λµ grows linearly with the input sizes
of the weights λ, µ, and ν. As we have indicated several times, our interest in hive
polytopes arises from the following result:

Lemma 1.4. [5, 42] The Littlewood–Richardson coefficient cνλµ equals the num-
ber of integer lattice points in the hive polytope Hν

λµ.

Unfortunately, the descriptions of the BZ-polytopes for the other classical Lie
algebras are more involved than that of the hive polytopes above. Nonetheless,
Berenstein and Zelevinsky have provided completely explicit descriptions (see The-
orems 2.5 and 2.6 of [8]), which we now repeat. In the case of each root system, we
write e0, . . . , er−1 for the standard basis of ΛR ⊗ R.

1.3.2. Types Br and Cr. Let g be of type Br (so that g ∼= so2r+1) or of type
Cr (so that g ∼= sp2r). The Cartan matrices (aij)0≤i,j≤r−1 for types Br and Cr are
respectively

2 −1 0 · · · 0 0 0
−2 2 −1 · · · 0 0 0

0 −1 2 · · · 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 0 0 · · · 2 −1 0
0 0 0 · · · −1 2 −1
0 0 0 · · · 0 −1 2


and



2 −2 0 · · · 0 0 0
−1 2 −1 · · · 0 0 0

0 −1 2 · · · 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 0 0 · · · 2 −1 0
0 0 0 · · · −1 2 −1
0 0 0 · · · 0 −1 2


.

Index the simple roots α0, . . . , αr−1 of g so that α1, . . . , αr−1 form a root system
of type Ar−1. More precisely, for type Br, we put α0 = e0 and αi = ei − ei−1,
1 ≤ i ≤ r − 1, and for type Cr, we put α0 = 2er and αi = ei − ei−1, 1 ≤ i ≤ r − 1.
Then the simple coroots α∨0 , . . . , α

∨
r−1 of g are given by αj(α∨i ) = aij . Finally, let

a = |a10|.
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Definition 1.5. Let g be a simple Lie algebra of type Br or Cr. Given a
triple of highest weights λ, µ, and ν for g, the BZ-polytope BZνλµ(g) is the set of

tuples (t(j)i : 0 ≤ |i| ≤ j < r) in Rr2 that solve the following linear inequalities and
equalities (with the convention that t(j)i = 0 unless 0 ≤ |i| ≤ j < r):

(1) 2t(j)−j ≥ · · · ≥ 2t(j)−1 ≥ at(j)0 ≥ 2t(j)1 ≥ · · · ≥ 2t(j)j ≥ 0, for 0 ≤ j < r;

(2)
∑

0≤|i|≤j<r t
(j)
i α|i| = λ+ µ− ν;

(3) λ(α∨0 ) ≥ t(0)
0 , and

λ(α∨j ) ≥ max {t(j)j , at
(j)
0 − t(j−1)

1 − t(j)−1, t
(j−1)
1 + t

(j)
−1 − at(j−1)

0 }
∪ {ϕ(j)

i (t) : 1 ≤ i < j}
for 0 ≤ j < r, where

ϕ
(j)
i (t) = max{t(j)i + t

(j)
−i − t(j−1)

i+1 − t(j)−i−1,

t
(j−1)
i+1 + t

(j)
−i−1 − t(j−1)

−i − t(j−1)
i , t

(j)
±i − t(j−1)

±i };
(4) µ(α∨0 ) ≥ maxj≥0 (t(j)0 + 2

a

∑
k>j(at

(k)
0 − t(k)

−1 − t(k−1)
1 )),

µ(α∨1 ) ≥ max
j≥1

max
{
t
(j)
−1 +

r∑
k=j+1

(2t(k)
−1 + 2t(k−1)

1 − at(k−1)
0 − t(k)

−2 − t(k−1)
2 ),

t
(j)
1 +

r∑
k=j+1

(2t(k)
−1 + 2t(k)

1 − at(k)
0 − t(k)

−2 − t(k−1)
2 )

}
, and

µ(α∨i ) ≥ max
j≥i

max
{
t
(j)
−i +

r∑
k=j+1

(2t(k)
−i + 2t(k−1)

i − t(k−1)
−i+1 − t(k−1)

i−1 − t(k)
−i−1 − t(k−1)

i+1 ),

t
(j)
i +

r∑
k=j+1

(2t(k)
−i + 2t(k)

i − t(k)
−i+1 − t(k)

i−1 − t(k)
−i−1 − t(k−1)

i+1 )
}

for 2 ≤ i < r.

1.3.3. Type Dr. Let g be of type Dr (so that g ∼= so2r). The Cartan matrix
for g is

(aij)(i,j)∈{−1}∪[r−1] =



2 0 −1 0 · · · 0 0 0
0 2 −1 0 · · · 0 0 0
−1 −1 2 −1 · · · 0 0 0

0 0 −1 2 · · · 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 0 0 0 · · · 2 −1 0
0 0 0 0 · · · −1 2 −1
0 0 0 0 · · · 0 −1 2


Index the simple roots α−1, α1, . . . , αr−1 of g so that α1, . . . , αr−1 form a root

system of type Ar−1. More precisely, we put α−1 = e1 + e0 and αi = ei− ei−1, 1 ≤
i ≤ r−1. Then the simple coroots α∨−1, α

∨
1 , . . . , α

∨
r−1 of g are given by αj(α∨i ) = aij .

Definition 1.6. Let g be a simple Lie algebra of type Dr. Given a triple of
highest weights λ, µ, and ν for g, the BZ-polytope BZνλµ(g) is the set of tuples
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(t(j)i : 1 ≤ |i| ≤ j < r) in Rr(r−1) that solve the following linear inequalities and
equalities (with the convention that t(j)i = 0 unless 1 ≤ |i| ≤ j < r):

(1) t
(j)
−j ≥ · · · ≥ t

(j)
−2 ≥ max(t(j)−1, t

(j)
1 ) ≥ min(t(j)−1, t

(j)
1 ) ≥ t

(j)
2 ≥ · · · ≥ t

(j)
j ≥ 0

for 1 ≤ j < r;
(2)

∑
j(t

(j)
−1α−1 + t

(j)
1 α1) +

∑
2≤|i|≤j<r t

(j)
i α|i| = λ+ ν − µ;

(3) λ(α∨±1) ≥ t(1)
±1, and

λ(α∨j ) ≥ max{t(j)j , t
(j)
±1 − t(j−1)

∓1 , t
(j)
1 + t

(j)
−1 − t(j)−2 − t(j−1)

2 ,

t
(j)
−2 + t

(j−1)
2 − t(j−1)

1 − t(j−1)
−1 j)} ∪ {ϕ(j)

i (t) : 2 ≤ i < j}
for 2 ≤ j < r, where ϕ(j)

i (t) is the same as in Definition 1.5;
(4) ν(α∨±1) ≥ maxj≥1 (t(j)±1 +

∑
k>j(2t

(k)
±1 − t(k)

−2 − t(k−1)
2 )), and

ν(α∨i ) ≥ max
j≥i

max{
t
(j)
−i +

r∑
k=j+1

(2t(k)
−i + 2t(k−1)

i − t(k−1)
−i+1 − t(k−1)

i−1 − t(k)
−i−1 − t(k−1)

i+1 ),

t
(j)
i +

r∑
k=j+1

(2t(k)
−i + 2t(k)

i − t(k)
−i+1 − t(k)

i−1 − t(k)
−i−1 − t(k−1)

i+1 )
}

for 2 ≤ i < r.

1.4. Polytopes for Kostka coefficients

For each n ∈ N, let In =
{

(i, j) ∈ Z2 : 1 ≤ i ≤ j ≤ n}. It will be convenient
to arrange the entries of In in a triangular array as in Figure 1.2. We refer to the
elements (1, j), . . . , (j, j) as the jth row of In; that is, we enumerate the rows of
In from the bottom. Let Xn be the set of maps x : In → R assigning a number
xij ∈ R to each (i, j) ∈ In. Equivalently, the elements of Xn are triangular arrays
(xij)1≤i≤j≤n with xij ∈ R. We always depict such an array by arranging the entries
as follows:

x1n x2n x3n · · · xnn

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

x13 x23 x33

x12 x22

x11

Note that Xn inherits a normed vector space structure under the obvious iso-
morphism Xn

∼= Rn(n+1)/2. Therefore, we will be able to speak of cones, lattices,
polyhedra, polytopes, and semigroups in Xn. The main region of interest for our
study is the cone of GT-patterns in Xn.

Definition 1.7. A Gelfand–Tsetlin pattern (or GT-pattern) is an element
(xij)1≤i≤j≤n of Xn satisfying the Gelfand–Tsetlin inequalities

(1.3) xi,j+1 ≥ xij ≥ xi+1,j+1, for 1 ≤ i ≤ j ≤ n− 1.
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(1, n) (2, n) (3, n) · · · (n, n)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(1, 3) (2, 3) (3, 3)

(1, 2) (2, 2)

(1, 1)

Figure 1.2. The elements of In arranged in a triangular array.

If we arrange the entries xij as in the triangular array shown above, then these
inequalities state that each entry not in the top row is weakly less than its upper-
left neighbor and weakly greater than its upper-right neighbor.

The nonnegative solutions to the inequalities (1.3) define a polyhedral cone in
Rn(n+1)/2. See the top of Figure 1.3 for an example of a GT-pattern. The Gelfand–
Tsetlin polytopes arise by intersecting this cone with certain affine hyperplanes.

Definition 1.8. For any point x ∈ Xn, we define the highest weight hwt(x) of
x to be the top row (x1n, . . . , xnn) of x. We define the weight wt(x) = (β1, . . . , βn)
of x by β1 = x11 and βj =

∑j
i=1 xij −

∑j−1
i=1 xi,j−1 for 2 ≤ j ≤ n. Thus, the entries

of wt(x) are the successive row-sum differences of x.

For each λ ∈ Rn, let GTλ be the polyhedron of GT-patterns with highest weight
λ:

GTλ = {x ∈ Xn : x is a GT-pattern and hwt(x) = λ} .
Observe that GTλ is in fact a bounded polyhedron, i.e., a polytope, because λ1 ≥
xij ≥ λn for each entry xij of a point in GTλ. Note also that the GT inequalities
(1.3) force the top row of a GT-pattern to be weakly decreasing, so that GTλ = ∅ if
λ is not weakly decreasing. (The converse is also true, since if λ is weakly decreasing,
then (xij)1≤i≤j≤n with xij = λi is a GT-pattern in GTλ.) For each β ∈ Rn, let
Wβ ⊂ Xn be the affine subspace of points in Xn with weight β:

Wβ = {x ∈ Xn : wt(x) = β} .
Definition 1.9. Given λ, β ∈ Zn, the Gelfand–Tsetlin polytope (or GT-poly-

tope) GTλβ is the convex polytope of GT-patterns with highest weight λ and weight
β:

GTλβ = GTλ ∩Wβ .

Given a GT-pattern x, let GT (x) denote the unique GT-polytope GThwt(x),wt(x)

containing x.

The polytope GTλβ is the set of all GT-patterns in Xn in which the top row
is λ and the sum of the entries in the jth row is

∑j
i=1 βi for 1 ≤ j ≤ n. Note that

when we speak of a GT-polytope GTλβ , we assume that λ and β are integral, but
GTλ is defined for arbitrary λ ∈ Rn.

The importance of GT-polytopes stems from a classic result of I. M. Gelfand
and M. L. Tsetlin in [24], which states that the number of integral lattice points
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in the GT-polytope GTλβ equals the dimension of the weight-β subspace of the
irreducible representation of glnC with highest weight λ. These subspaces are
indexed by the set SSY T (λ, β) of semi-standard Young tableaux with shape λ
and content β [64]. It is well-known that the elements of SSY T (λ, β) are in one-
to-one correspondence with the integral GT-patterns in GTλβ under the bijection
exemplified in Figure 1.3: Given an integral GT-pattern in Xn, let λ(j) be the jth
row (so that λ(n) = λ). For 1 ≤ j ≤ n, place j’s in each of the boxes in the skew
shape λ(j)/λ(j−1) in the Young diagram of shape λ. (Here we put λ(0) = ∅ to deal
with the j = 1 case.) See [64] for details and [39, 37] for additional interesting
applications of GT-polytopes.

In 1995, Berenstein and Kirillov conjectured that GT-polytopes are always
integral [39]. This conjecture seems to have been motivated by the fact that, for
an integer parameter m, the Kostka number Kmλ,mβ is a univariate polynomial
function of m when λ and β are fixed. This was proved by Kirillov and Reshetikhin
using fermionic formulas in [40]. For completeness, we give another proof here.

Proposition 1.10. Given a highest weight λ and a weight β for a Lie algebra
of type A, the value of the Kostka coefficient Kmλ,mβ is given by a polynomial in
m.

Proof. We write f(m) = Kmλ,mβ . It follows from the polyhedral encoding
of Kostka numbers as GT-polytopes that f(m) is a quasi-polynomial function of
m. This means that there exist an integer M and polynomials g0, g1, . . . , gM−1

such that f(m) = gi(m) if m ≡ i mod M (see details in Section 1.2.2). So it is
then enough to prove that, for some large enough value of m, a single polynomial
interpolates all values from then on, because then the gi’s are forced to coincide
infinitely many times, which proves that they are the same polynomial.

We use the algebraic meaning of f(m) as the multiplicity of the weight nβ in
the irreducible representation Vnλ of glnC. The well-known Kostant’s multiplicity
formula (see page 421 of [23]) gives that

(1.4) f(m) =
∑
σ∈Sn

(−1)ε(σ)K(σ(mλ+ δ)−mβ − δ),

where K is Kostant’s partition function for the root system An, ε(σ) denotes the
number of inversions of σ, and δ is one-half of the sum of the positive roots in An.

Kostant’s partition function is a vector partition function in the sense of [67].
More precisely, K(b) is equal to the number of nonnegative integral solutions x of a
linear system Ax = b. The columns of A in this case are exactly the positive roots
of the system An. Because the matrix A is unimodular [60], K(b) is a multivariate
piecewise polynomial function of the coordinates of b. The regions where K is a
polynomial are convex polyhedral cones called chambers [67]. The chamber that
contains b determines the polynomial value of K(b); in fact, it is the vector direction
of b, not its norm, that determines the polynomial formula to be used.

In equation (1.4) the right-hand-side vector for Kostant’s partition function
is b = σ(mλ + δ) − (mβ + δ). Initially, as m grows, we might be moving from
one chamber to another. Our claim is that, from some value of m on, the vectors
σ(mλ+δ)− (mβ+δ) are all contained in the same chamber. To see this, note that,
in equation (1.4), β, λ, and δ are constant vectors. For a given permutation σ, the
direction of the vector σ(mλ + δ) approaches that of σ(λ) as m grows. Similarly,
the direction of the vector mβ + δ approaches that of β as m grows. Thus, the
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Figure 1.3. A bijection mapping GTλβ ∩ Z(n(n+1)/2) → SSY T (λ, β)

direction of b = σ(mλ + δ) − (mβ + δ) approaches the direction of b′ = σ(λ) + β
along a straight line. For sufficiently large m, the vectors b and b′ are contained in
the same chamber, where a single polynomial gives the value of K(b).

We have shown that, for all sufficiently large m, equation (1.4) represents an
alternating sum of polynomials in the variable m. Therefore, f(m) is a polynomial,
exactly as we wished to prove. �

Billey, Guillemin, and Rassart have shown that, more strongly, Kλβ is a piece-
wise multivariate polynomial in λ and β [9]. It is natural to ask whether the above
polynomial properties of the Kostka numbers extend to the Littlewood–Richardson
coefficients cνλµ. Indeed, Derksen and Weyman established that the one-parameter
dilations of these numbers (i.e., cmνmλ,mµ with λ, µ, ν fixed) are again univariate
polynomials in m [18]. Rassart has now extended the piecewise multivariate poly-
nomiality of Kostka numbers to Littlewood-Richardson coefficients [59].

1.5. Summary of results

In Chapter 2, we combine the lattice point enumeration algorithm of Barvinok
[3] with the results of Berenstein and Zelevinsky [8] on the polyhedral realization
of Clebsch–Gordan coefficients to produce a new algorithm for computing these
coefficients. The results in this chapter have been published in a joint paper with
J. De Loera [17]. Our main theoretical result in this chapter is the following.

Theorem 1.11 (Proved on p. 20). Given a fixed finite-dimensional complex
semisimple Lie algebra g, one can compute a Clebsch–Gordan coefficients Cνλµ of g

in time polynomial in the input size of the defining weights.
Moreover, in the type-A case, deciding whether the Littlewood–Richardson co-

efficient cνλµ is nonzero can be done in polynomial time even when the rank is not
fixed.
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We have implemented this algorithm for types Ar, Br, Cr, and Dr (the so-
called “classical” Lie algebras) using the software packages LattE [14] and Maple
9 [50]. We present computations demonstrating that, in many instances, our im-
plementation performs faster than standard methods, such as those implemented
in the software LıE [69]. In particular, our software permits the computation of
Clebsch–Gordan coefficients parameterized by long highest weights, which had not
previously been possible. Our software is also freely available at http://math.
ucdavis.edu/~deloera.

In Chapter 3, we put the polyhedral algorithm discussed in Chapter 2 to work.
The results in this chapter also appeared in [17]. Using our software, we explore
general properties satisfied by the Clebsch–Gordan coefficients for the classical Lie
algebras under the operation of stretching of multiplicities in the sense of [35]. We
prove the following proposition motivated by our computational experiments using
the polyhedral algorithm from Theorem 1.11.

Proposition 1.12 (Proved on p. 32). The minimum quasi-period of a stretched
Clebsch–Gordan coefficient for a classical Lie algebra is at most 2.

Using our implementation of the polyhedral algorithm, we provide abundant
experimental evidence for two conjectured generalizations of the saturation property
of Littlewood–Richardson coefficients. The first of our conjectures states that there
is a unimodular triangulation of the cone generated by triples of dominant weights
corresponding to nonempty hive polytopes (Conjecture 3.5). The second of our
conjectures seems to be valid for all of the classical root systems: the stretched
Clebsch–Gordan coefficient Cnνnλ,nµ is a quasi-polynomial with only nonnegative
coefficients (Conjecture 3.8).

In Chapter 4, in pursuit of a proof of these conjectures, we turn to a theoreti-
cal study of stretched Clebsch–Gordan coefficients in the special case of stretched
Kostka coefficients for type-A Lie algebras. We approach this problem via the ge-
ometry and combinatorics of GT-polytopes, which encode the Kostka coefficients
of gln(C). The results in this chapter have been published in collaboration with
J. De Loera in [16]. We present a combinatorial structure (Definition 4.1) on GT-
patterns, which constitute the polyhedral cone within which GT-polytopes exist.
This combinatorial structure, which we call a tiling, encodes both the combinatorics
of the polytope and the geometry of its embedding with respect to the integer lat-
tice. Each tiling T has associated to it a certain matrix AT . The motivation for
introducing tilings, and one of the main results of this chapter, is the following.

Theorem 1.13 (Proved on p. 37). Suppose that T is the tiling of a GT-pattern
x. Then the dimension of the kernel of AT is equal to the dimension of the minimal
(dimensional) face of the GT-polytope containing x.

As a corollary to this result, we get an easy-to-check criterion for a GT-pattern
being a vertex of the GT-polytope containing it (Corollary 4.5). In addition, we
use the machinery of tilings to describe the precise conditions under which a de-
nominator q > 1 appears in a vertex of a GT-polytope. Combining these results,
we present a negative solution to the conjecture by Berenstein and Kirillov [39,
Conjecture 2.1] that GT-polytopes are always integral.

Theorem 1.14 (Proved on p. 41). The Berenstein–Kirillov conjecture is true
for n ≤ 4. However, counterexamples to this conjecture exist for all n ≥ 5. More

http://math.ucdavis.edu/~deloera
http://math.ucdavis.edu/~deloera
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strongly, by choosing n sufficiently large, we can find GT-polytopes in which the
denominators of the vertices are arbitrarily large:

In particular, for any positive integer k, let λ = (kk, k − 1, 0k) and β =
((k − 1)k+1, 1k). Then one of the vertices of GTλβ ⊂ X2k+1 contains entries with
denominator k.

We repeat that it is quite natural to conjecture integrality of the vertices of
GT-polytopes, because the Ehrhart counting functions are known to be polyno-
mials when the vertices of a polytope are integral. Indeed, in our disproof of the
Berenstein–Kirillov conjecture, we are presenting the first known infinite family
of non-integral polyhedra whose Ehrhart counting functions are still polynomi-
als. Other low-dimensional families have been found recently by the author in
collaboration with K. Woods [51] (see Appendix A). Finally, we must remark that
R. P. Stanley communicated to us that a student of his, Peter Clifford, noticed
non-integrality for GT-polytopes (unpublished). King et al. had also independently
noticed non-integrality for K-hive polytopes with n = 5 (which are isomorphic to
Gelfand-Tsetlin polytopes under a lattice-preserving linear map) and integrality of
vertices for n ≤ 4 [35]. However, our work appears to be the first demonstrating
that GT-polytopes may take on arbitrarily large denominators in the coordinates
of their vertices.

Having applied the tiling machinery to understanding the embedding of GT-
polytopes with respect to the integer lattice, we conclude Chapter 4 with a dis-
cussion of the combinatorics of tilings and their connection to the face lattices of
GT-polytopes. We give a characterization of the tilings of GT-patterns considered
as partitions of In, and we prove that tilings naturally form posets that are iso-
morphic to the face lattices of GT-polytopes. Hence, tilings also determine the
combinatorics of GT-polytopes.

In Chapter 5, continuing our application of the Gelfand–Tsetlin tilings, we
study the stretched Kostka coefficient Kλβ , which is the map n 7→ Knλ,nβ sending
each positive integer n to the Kostka coefficient indexed by nλ and nβ. Kirillov
and Reshetikhin [40] have shown that stretched Kostka coefficients are polynomial
functions of n. King, Tollu, and Toumazet have conjectured that these polynomials
always have nonnegative coefficients [35] (a special case of our Conjecture 3.8), and
they have given a conjectural expression for their degrees [36]. We prove the values
conjectured by King, Tollu, and Toumazet for the degrees of stretched Kostka
coefficients.

Theorem 1.15 (Proved on p. 54). If λ = (κv11 , . . . , κ
vm
m ) ∈ Zr≥0 is a partition

with m ≥ 2 and β C λ, then the degree of the stretched Kostka coefficient Kλβ(n)
is given by

(1.5) degKλβ(n) =
(
r − 1

2

)
−

m∑
p=1

(
vp
2

)
(where we evaluate

(
1
2

)
= 0).

As stated, this theorem gives the degree of a stretched Kostka coefficient only
when λ C β—that is, when λ strictly dominates β. In the language of Chapter
5, this means that λ and β must form a primitive pair. However, Berenstein and
Zelevinsky have shown that all Kostka coefficients factor into a product of Kostka
coefficients indexed by primitive pairs [7]. It follows from this factorization that
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Theorem 1.15 suffices to describe the degrees of stretched Kostka coefficients in all
cases.

In Appendix A, we address a peculiar phenomenon exhibited by GT-polytopes
and, more generally, hive polytopes. The members of these families of polytopes
all have polynomial Ehrhart counting functions. This property motivated Beren-
stein and Kirillov to conjecture that GT-polytopes are integral. That they are
not integral makes it seem a surprising coincidence that their Ehrhart counting
functions are nonetheless polynomials. Appendix A discusses this phenomenon of
quasi-period collapse in the context of dimension 2. We exhibit a family of trian-
gles in which the denominators take on arbitrarily large values while the Ehrhart
counting function remains a polynomial (Theorem A.2). Motivated by the proof
of this result, we make a conjecture regarding precisely when quasi-period collapse
occurs (Conjecture A.4), and we conjecture when two polytopes have the same
Ehrhart quasi-polynomial (Conjecture A.6). Some of the material in this Appen-
dix, including the example used in Theorem A.2, has previously been published in
collaboration with K. Woods [51].





CHAPTER 2

Computing Clebsch–Gordan coefficients with
Berenstein–Zelevinsky polytopes

2.1. Clebsch–Gordan coefficients: Polyhedral algorithms

As stated in the introduction, we are interested in the problem of efficiently
computing Cνλµ in the tensor product expansion Vλ ⊗ Vµ =

⊕
ν C

ν
λµVν . It appears

that the most common method used to compute Clebsch–Gordan coefficients is
based on Klimyk’s formula (see Lemma 2.1 below). For example, it is used in
LıE [69], the Maple packages coxeter/weyl [65, 66], and in the computer algebra
system Magma [13].

Lemma 2.1. [27, Exercise 24.9] Fix a complex semisimple Lie algebra g, and
let W be the associated Weyl group. For each weight β of g, let sgn(β) denote the
parity of the minimum length of an element w ∈ W such that w(β) is a highest
weight, and let {β} denote that highest weight. Let δ be one-half the sum of the
positive simple roots of g. Finally, for each highest weight λ of g, let Kλβ be the
multiplicity of β in Vλ.

Then, given highest weights λ and µ of g, we have that

Vλ ⊗ Vµ =
⊕
ε

Kλε sgn(ε+ µ+ δ)V{ε+µ+δ}−δ,

where the sum is over weights ε of g with trivial stabilizer subgroup in W.

Implementations of Klimyk’s formula begin by computing the weight spaces
appearing with nonzero multiplicity in the representation Vλ. Then, for each such
weight ε with trivial stabilizer, one computes the Weyl group orbit of ε+µ+δ. One
then finds the dominant member of the orbit and notes the number ` of reflections
needed to reach it. Finally, one adds (−1)`Kλε to the multiplicity of V{ε+µ+δ}−δ.

Observe that as we perform the algorithm just described, we compute the
coefficient of each Vν in Vλ ⊗ Vµ “in parallel”. In other words, we do not know the
value of any particular Clebsch–Gordan coefficient until we have carried out the
entire computation and produced the complete decomposition Vλ⊗Vµ =

⊕
ν C

ν
λµVν .

Since the number of terms in this decomposition grows exponentially as the sizes of
λ and µ grow, these sizes need to be small in practice. This is the main disadvantage
of Klimyk’s formula from the point of view of computational complexity. One can
then ask for an algorithm that behaves well as the sizes of the input weights increase,
at least if some other parameter is fixed.

2.1.1. Computational Consequences. The specific properties of the BZ-
polytopes that we need to prove our theorem are (1) for fixed rank r, the dimensions
of the BZ-polytopes are bounded above by a constant, (2) for fixed rank, the input
size of a BZ-polytope grows linearly with the input sizes of the weights λ, µ, and ν,

19
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and (3) the following result describing the relationship between BZ-polytopes and
Clebsch–Gordan coefficients:

Lemma 2.2. [8, Theorems 2.3 and 2.4] Fix a finite-dimensional complex semi-
simple Lie algebra g and a triple of highest weights (λ, µ, ν) for g. Then the Clebsch–
Gordan coefficient Cνλµ equals the number of integer lattice points in the correspond-
ing BZ-polytope.

The final necessary ingredient is Barvinok’s algorithm for counting lattice points
in polytopes in polynomial time for fixed dimension. Several detailed descriptions
of the algorithm in Lemma 2.3 are now available in the literature (see, for example,
[15] and references therein).

Lemma 2.3. [3] Fix d ∈ Z≥0. Then, given a system of equalities and inequalities
defining a rational convex polytope P ⊂ Rd, we can compute #(P ∩ Zd) in time
polynomial in the input size of the polytope.

Having stated these prior results, we are now ready to prove the following
theorem.

Theorem 2.4. Given a fixed finite-dimensional complex semisimple Lie algebra
g, one can compute a Clebsch–Gordan coefficients Cνλµ of g in time polynomial in
the input size of the defining weights.

Moreover, in the type-A case, deciding whether cνλµ 6= 0 can be done in polyno-
mial time even when the rank is not fixed.

Proof. First, if we fix the rank of the Lie algebra, then we fix an upper bound
on the dimension of the hive or BZ polytope. Moreover, the input sizes of these
polytopes grow linearly with the input sizes of the weights. Thus, by Barvinok’s
theorem (Lemma 2.3 stated above), their lattice points can be computed in time
polynomial in the input sizes of the weights. Therefore, the first part of the theorem
follows by Lemma 2.2.

For the second part of the theorem, regarding typeA, the hive polytopes provide
a very fast method for determining whether cνλµ 6= 0. According to the saturation
theorem (see Chapter 3), cνλµ 6= 0 if and only if the corresponding hive polytope is
nonempty. Hence, it suffices to check whether the system of inequalities defining the
hive polytope is (real) feasible, which can be done in polynomial time for arbitrary
dimension as a corollary of the polynomiality of linear programming via Khachiyan’s
ellipsoid algorithm (see [60]). �

An analog of Theorem 2.4 also applies to Kostka numbers Kλβ , which are
another significant family of invariants in the representation theory of type-A Lie
algebras.

Proposition 2.5. For fixed rank, the Kostka number Kλβ can be computed in
polynomial time in the size of the highest weight λ and the weight β. For arbitrary
rank, one can decide in polynomial time whether Kλβ 6= 0.

The polynomiality of computing Kostka numbers for fixed rank follows because
these numbers can be expressed as the number of lattice points in Gelfand–Tsetlin
polytopes [24]. The polynomiality of determining whether Kλβ 6= 0 for arbitrary
rank follows from the well-known criterion that Kλβ 6= 0 if and only if λ dominates
β, which may be checked in polynomial time.
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1 3

Figure 2.1. Corresponding semi-standard Young and Little-
wood–Richardson tableaux

It is also worth noticing that Proposition 2.5 follows directly from Theorem 2.4.
This is because each Kostka number Kλβ is a Littlewood–Richardson coefficient for
some choice of highest weights. For example, if λ, β ∈ Zr, then Kλβ = cνµλ, where{

νi = βi + βi+1 + · · ·
µi = βi+1 + βi+2 + · · · for i = 1, 2, . . . , r.

For those familiar with the enumeration of semi-standard Young tableaux and
Littlewood–Richardson tableaux by Kostka numbers and Littlewood–Richardson
coefficients respectively (see, e.g., [64]), the bijection establishing this relation is
straightforward: Given a semi-standard Young tableau Y with shape λ and content
β, construct a Littlewood–Richardson tableau L with shape ν/µ and content λ by
filling the boxes as follows. Start with a skew Young diagram D with shape ν/µ.
For 1 ≤ i, j ≤ r, place a number of j’s in the ith row of D equal to the number of
i’s in the jth row of Y , ordering the entries in each row so that they are weakly
increasing. Let L be the tableau produced by filling the boxes of D in this fashion.
(See Figure 2.1 for an example.)

It is not hard to see that, under this map, the column-strictness condition on
Y is equivalent to the lattice permutation condition on L. It follows that the map
just described is a bijection between semi-standard Young tableaux with shape λ
and content β and Littlewood–Richardson tableaux with shape ν/µ and content
λ. Thus, computing Kostka numbers reduces to computing Littlewood–Richardson
coefficients.

2.2. Using the algorithm in practice

Definitions 1.3, 1.5, and 1.6 give the hive polytopes and the BZ-polytopes as
the sets of solutions to explicit systems of linear inequalities and equalities. Using
these definitions, we wrote Maple notebooks which, when given a triple of highest
weights for one of the classical root systems, produce the corresponding hive or
BZ-polytope in a LattE-readable format. These notebooks may be downloaded
from http://math.ucdavis.edu/~deloera.

We compared the running time necessary to compute Clebsch–Gordan coeffi-
cients with LattE to the time required by LıE. All of our computations were per-
formed on a Linux PC with a 2 GHZ CPU and 4 Gigabytes of memory. From
our experiments, we conclude that (1) The polyhedral method of computing tensor
product multiplicities complements the method employed in LıE. LıE is effective for
slightly larger ranks (up to r = 10, say), but the sizes of the weights must be kept
small. This is because LıE uses the Klimyk formula to generate the entire direct sum
decomposition of the tensor product, after which it dispenses with all but the single
desired term. However, computing all of the terms in the direct sum decomposition

http://math.ucdavis.edu/~deloera
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is not feasible when the sizes of the entries in the weights grow into the 100s. On
the other hand, (2) lattice point enumeration is often effective for very large weights
(in particular, the algorithm is suitable for investigating the stretching properties
of Chapter 3). However, the rank must be relatively low (roughly r < 6) because
lattice point enumeration complexity grows exponentially in the dimension of the
polytope, and the dimensions of these polytopes grow quadratically with the rank
of the Lie algebra. Together, the two algorithms cover a larger range of problems.

We would also like to mention that Charles Cochet [11] also uses lattice points
in polytopes to compute Clebsch–Gordan coefficients. Using the Steinberg formula
(see equation (3.3)), together with techniques developed in [1], he has written
software that, like ours, can compute with large sizes of weight entries. Indeed, in
the comparison of running times reported in [11], his software seems to compute
Clebsch–Gordan coefficients approximately five to ten times more quickly than
ours. It would be interesting to determine whether these computation times differ
by a constant factor in general and whether this factor is due to the theoretical
complexity of the computations or to implementation issues.

Applying the Steinberg formula consists of computing an alternating sum of
vector partition functions over W ×W, the Cartesian square of the Weyl group.
Since this is a fixed set for fixed rank, and since evaluating each vector parti-
tion function in the sum amounts to enumerating the lattice points in a polytope,
Cochet’s techniques also yield a polynomial time algorithm for computing Clebsch–
Gordan coefficients in fixed rank. However, because applying the Steinberg formula
involves computing an alternating sum, the techniques in [11] cannot be used to
yield the second theoretical result in Theorem 2.4.

2.2.1. Experiments for type Ar. In the tables below, we index Littlewood–
Richardson coefficients for type Ar with triples of partitions with r + 1 parts. Ex-
periments indicate that lattice point enumeration is very efficient for computing
Littlewood–Richardson numbers when r ≤ 4. First, we computed over 30 instances
with randomly generated weights with leading entries larger than 40 with our ap-
proach and with LıE. In all cases our algorithm was faster. After that, we did a
“worst case” sampling for Table 2.1 comparing the computation times of LattE
and LıE. To produce the ith row of that table, we selected uniformly at random
1000 triples of weights (λ, µ, ν) in which the largest parts of λ and µ were bounded
above by 10i and |ν| = |λ| + |µ| (this is a necessary condition for cνλµ 6= 0). Then
we evaluated the corresponding hive polytopes with LattE. The LattE input files
are created with our Maple program. The weight triple in the ith row is the one
that LattE took the longest time to compute. We then computed the same tensor
product multiplicity with LıE. Table 2.2 shows the running time needed when using
LattE to compute weight triples with entries in the thousands or millions.

When r ≥ 5, the running time under LattE begins to blow up. Still, for r = 5,
all examples we attempted could be computed in under 30 minutes using LattE,
and most could be computed in under 5 minutes. For example, among 54 nonempty
hive polytopes chosen uniformly at random among those in which the weights had
entries less than 100, all but seven could be computed in under 5 minutes with
LattE, and the remaining seven could all be computed in under 30 minutes. None
of these Littlewood–Richardson coefficients could be computed with LıE. At r = 6,
lattice point enumeration becomes less effective, with examples typically taking
several hours or more to evaluate.
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2.2.2. Experiments for types Br, Cr, and Dr. To compute Clebsch–
Gordan coefficients in types Br, Cr, and Dr, we used the BZ-polytopes. In the
tables that follow, all weights are given in the basis of fundamental weights for the
corresponding Lie algebra.

Our experiments followed the same process we used for Ar: First, for each
root system, we computed over 30 instances with randomly generated weights with
entries larger than 40 with our approach and with LıE. In all cases our algorithm
was faster. After that, we did a “worst case” sampling to produce Table 2.3 com-
paring the computation times of LattE and LıE. As in Section 2.2.1, these weight
triples were the ones which LattE took the longest to evaluate among thousands
of instances generated with the following procedure: First, to produce line i of a
table, we set an upper bound Ui for the entries of each weight. Then, we generated
1000 random weight triples with entry sizes no larger than Ui. Here are the specific
values of Ui used in each of the three subtables in Table 2.3. For type Br, the
bounds Ui were 50, 60, 70, and 10,000, respectively. For type Cr, the bounds Ui
were 50, 60, 80, and 10,000, respectively. Finally, for type Dr, the bounds Ui were
20, 30, 40, and 10,000, respectively. For each generated triple of weights, we pro-
duced the associated BZ-polytopes (using our Maple notebook) and counted their
lattice points with LattE. Table 2.3 includes those instances that were slowest in
LattE. We also recorded in the table the time taken by LıE for the same instances.
One can see the running time needed by LattE is hardly affected by growth in the
size of the input weights, while the time needed by LıE grows rapidly.

We found that for types Br and Cr, lattice point enumeration with the BZ-
polytopes is very effective when r ≤ 3. Each of the many thousands of examples
we generated could be evaluated by LattE in under 10 seconds (the examples in
Table 2.3 were the worst cases). When r = 4, the computation time begins to
blow up, with examples typically taking half an hour or more to compute. The
polyhedral method is also reasonably efficient for type-D Lie algebras with rank 4,
the lowest rank in which they are defined. All of the examples we generated could
be evaluated by LattE in under 5 minutes.
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CHAPTER 3

Conjectures generalizing the saturation theorem

In 1999, Knutson and Tao used the hive polytopes to prove the saturation
theorem.

Theorem 3.1 (Saturation [41]). Given highest weights λ, µ, and ν for slr(C),
and given an integer n > 0, the Littlewood–Richardson coefficient cνλµ satisfies

cνλµ 6= 0 ⇐⇒ cnνnλ,nµ 6= 0.

Buch [10] has written a very readable exposition of Knutson and Tao’s proof of
this theorem. Several conjectured generalizations of Knutson and Tao’s result have
appeared in the literature since then. For example, Littlewood–Richardson coeffi-
cients can be expressed as coefficients of certain polynomials arising in the study of
parabolic Kostka polynomials. Kirillov conjectures an extension of the saturation
theorem to other coefficients of these polynomials [38]. Another conjecture, by
Kapovich and Millson, concerns the degree to which the other classical Lie algebras
fail to be saturated [30]. This conjecture implies saturation in the type-A case.

In this chapter, we state two additional conjectures that, if true, generalize
Theorem 3.1. Our conjectures concern the polyhedral geometry arising in the in-
terpretation provided by Berenstein and Zelevinsky (see Section 1.3). First, we
translate Theorem 3.1 into the language of hive polytopes, where it may be re-
stated as

#
(
Hν
λµ ∩ Zd

) 6= ∅ ⇐⇒ #
(
Hnν
nλ,nµ ∩ Zd

) 6= ∅,

where d =
(
r+2

2

)
. The definition of hive polytopes (see Definition 1.3 above) implies

that Hnν
nλ,nµ = nHν

λµ. Since nHν
λµ clearly contains an integer lattice point for some

n (e.g., the least common multiple of the denominators appearing in its vertices),
it follows that the saturation theorem is equivalent to the statement that every
nonempty hive polytope contains an integral lattice point.

3.1. First conjecture

To show that every hive polytope contains an integral point, Knutson and Tao
actually proved that every hive polytope contains an integral vertex. Our idea is to
take a different approach to show a generalization of this last result using the theory
of triangulations of semigroups. To develop this idea, observe that the boundary
equalities and rhombus inequalities that define a hive polytope may be expressed
as the set of solutions to a system of matrix equalities and inequalities:

(3.1) Hν
λµ =

{
h ∈ R(r+1)(r+2)/2 :

Bh = b(λ, µ, ν),
Rh ≤ 0

}
,

where B and R are integral matrices (depending on r), and b(λ, µ, ν) is an integral
vector depending linearly on λ, µ, and ν. Here we think of a hive pattern h as a

29
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column vector of dimension (r+ 1)(r+ 2)/2. There is some degree of choice in how
the boundary equalities and rhombus inequalities are encoded as matrices B and
R, respectively, but all such encodings are equivalent for our purposes.

Recall that in our definition of hive polytopes (Definition 1.2), we required
that λ, µ, ν ≥ 0. This has the convenient consequence that the hive polytope Hν

λµ

is contained in the nonnegative orthant. Such a polytope defined by a system
of equalities and inequalities may be homogenized by adding “slack variables” to
produce an equivalent polytope defined as the set of nonnegative solutions to a
system of linear equations. Following this procedure, we define the homogenized
hive polytope H̃ν

λµ by

H̃ν
λµ =

{
h̃ :

[
B 0
R I

]
h̃ =

[
b(λ, µ, ν)

0

]
, h̃ ≥ 0

}
(where I is an identity matrix). The equivalence between Hν

λµ and H̃ν
λµ is given by

the linear map

h 7→
[
h
−Rh

]
.

Note that this linear map preserves vertices and integrality. Therefore, to prove
the saturation theorem, it suffices to show that every homogenized hive polytope
contains an integral vertex. Proceeding with this idea, we make the following
definitions.

Definition 3.2. Fix r ∈ Z. Define the homogenized hive matrix to be

M =
[
B 0
R I

]
(where B and R are as in equation (3.1)). Given an integral vector b with dimension
equal to the number of rows in M , define the generalized hive polytope or g-hive
polytope Hb by

(3.2) Hb =
{
h̃ : Mh̃ = b, h̃ ≥ 0

}
.

Note that the homogenized hive polytopes are g-hive polytopes that satisfy
certain additional conditions on the right-hand-side vector b, such as its final entries
being 0.

We now state some very basic facts about vertices of polyhedra expressed in the
form {x : Ax = b, x ≥ 0}. Let a finite collection of integral points {a1, . . . , ad} ⊂
Zm be given, and let A be the matrix with columns a1, . . . , ad. Define coneA to be
the cone in Rm generated by the point-set {a1, . . . , ad}:

coneA = {x1a1 + · · ·+ xdad : x1, . . . , xd ≥ 0}.
Then, for each vector b ∈ Zm, we have a polytope

Pb = {x : Ax = b, x ≥ 0} ⊂ Rd,
and Pb 6= ∅ if and only if b ∈ coneA. In other words, there is a correspondence
between nonempty polytopes Pb, b ∈ Zm, and the elements of the semigroup of
integral lattice points contained in the cone generated by the columns of A. The
crucial property for our purposes is the following.

Lemma 3.3. If b ∈ (coneA′) ∩ Zm for some m × m submatrix A′ of A with
detA′ = ±1, then Pb has an integral vertex.
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Proof. Suppose that b ∈ (coneA′) ∩ Zm for some m ×m submatrix A′ of A
with detA′ = ±1. Let the columns of A′ be ai1 , . . . , aim , and let J = {i1, . . . , im}
be the indices of these columns. Then there is a vector x = (x1, . . . , xd)T ∈ Rd≥0

such that Ax = b and xi = 0 for each i /∈ J . Letting x′ = (xi1 , . . . , xim)T and using
Cramer’s rule to solve for x′ in A′x′ = b, we find that x is an integral vector. Thus,
x is an integral lattice point in the polytope Pb.

To see that x is in fact a vertex of Pb, recall that the codimension (with respect
to the ambient space Rd) of the face containing a solution to the system Ax = b,
x ≥ 0, of linear equalities and inequalities is the number of linearly independent
equalities or inequalities satisfied with equality. Observe that x is a solution to the
system of d equalities {

Ax = b

xi = 0, i /∈ J.
We claim that this is a linearly independent system of equalities. For suppose
otherwise. Then the zero row-vector is a nontrivial linear combination of the rows
of A and the row-vectors (0, . . . , 0, 1, 0, . . . , 0), where the 1 is in the ith position,
i /∈ J . But this implies that the zero row-vector is a nontrivial linear combination
of the rows of A′, which is impossible because detA′ 6= 0.

Thus, having shown that x satisfies the d linearly independent equalities above,
we have shown that x lies in a codimension-d face of Pb, i.e., x is a vertex. �

We say that ai1 , . . . , aim is a unimodular subset if the submatrix A′ of A with
columns ai1 , . . . , aim satisfies detA′ = ±1. We say that the matrix A has a uni-
modular cover (resp. unimodular triangulation) if the point set {a1, . . . , ad} has a
unimodular cover (resp. unimodular triangulation).

Corollary 3.4. If A has a unimodular cover, then Pb has an integral vertex
for every integral b ∈ cone(A).

Our conjecture is that this corollary applies to the homogenized hive matrix.
More precisely, we conjecture the following.

Conjecture 3.5. The homogenized hive matrix has a unimodular triangula-
tion. Consequently, every g-hive polytope has an integral vertex.

Since the hive polytopes are special cases of the g-hive polytopes, Conjecture
3.5 generalizes the saturation theorem.

Theorem 3.6. Conjecture (3.5) is true for r ≤ 6.

To compute the unimodular triangulations that provide a proof of Theorem 3.6
we used the software topcom [58]. It may be worth noting that the triangulations
used to prove Theorem 3.6 were all placing triangulations.

3.2. Second conjecture

Our second conjecture is motivated by observed general properties satisfied by
Clebsch–Gordan coefficients for semisimple Lie algebras of types Br, Cr, and Dr

under the operation of stretching of multiplicities. By stretching of multiplicities,
we refer to the function f : Z>0 → Z≥0 defined by f(n) = Cnνnλ,nµ.

The BZ-polytopes are defined (Definitions 1.5 and 1.6) as the set of solutions
to a system of linear equalities and inequalities Ax ≤ b, Cx = d, where b and d are
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linear functions of λ, µ, and ν, with rational coefficients. It follows that, given any
highest weights λ, µ, and ν of a semisimple Lie algebra, f(n) is a quasi-polynomial
in n. Indeed, f(n) is, in polyhedral language, the Ehrhart quasi-polynomial of the
corresponding BZ-polytope (see Section 1.2.2).

If we put P = Hν
λµ, then the Ehrhart quasi-polynomial of P is just the stretched

Littlewood–Richardson coefficient cnνnλ,nµ. The Ehrhart quasi-polynomials of hive
polytopes have been studied by several authors. Since lattice point enumeration can
compute with large weights, it is possible to produce the Ehrhart quasi-polynomials
for the stretched Clebsch–Gordan coefficients in the other types. See Tables 2.4–2.6
for some sample examples out of the many hundreds generated.

The reader will observe that each of the quasi-polynomials in Tables 2.4–2.6
have quasi-period 2. We now show that this property holds in general for each of the
classical Lie algebras. Derksen and Weyman have already shown in [18] that the
stretched Littlewood–Richardson coefficients are polynomials, so it remains only to
consider the root systems Br, Cr, and Dr.

Proposition 3.7. The minimum quasi-period of a stretched Clebsch–Gordan
coefficient for a classical Lie algebra is at most 2.

Proof. Let g be a classical Lie algebra of type Br, Cr, or Dr. Since we
already know that Cnνnλ,nµ is a quasi-polynomial in n, it will suffice to show that,
for all sufficiently large n, Cnνnλ,nµ has quasi-period 2. Once this is established, we
can interpolate to show that the claim holds for all values of n.

Let Λ be the weight lattice of g and let Ng(b) denote the number of ways to
write a vector b ∈ Λ as an integral linear combination of the positive roots of g. The
function Ng is a vector partition function, which means that its support is contained
in a union of polyhedral cones in Λ⊗ R, called chambers, such that the restriction
of Ng(b) to the lattice points in any chamber is a multivariate quasi-polynomial
function of the coordinates of b [67].

The Clebsch–Gordan coefficients can be expressed in terms of the vector parti-
tion function Ng with the Steinberg multiplicity formula (see, e.g., [23]), according
to which,

(3.3) Cnνnλ,nµ =
∑

(w,w′)∈W×W

(−1)σ(ww′)Ng

(
w(nλ+ ρ) + w′(nµ+ ρ)− (nν + 2ρ)

)
,

where W is the Weyl group of g and σ(w) is the sign of w in W.
To prove that Cnνnλ,nµ is a quasi-period 2 quasi-polynomial of n, it will suffice

to show that each term in the sum on the right-hand side of (3.3) is a quasi-period
2 quasi-polynomial of n. The key fact from which this will follow is Corollary 3.6
in [1], which states that, in each of its chambers, Ng(b) is a multivariate quasi-
polynomial function of b with quasi-period 2. Thus, we need only show that, for all
sufficiently large n, the vectors

bn = w(nλ+ ρ) + w′(nµ+ ρ)− (nν + 2ρ)

remain in a single chamber.
To see this, note that as n increases, the direction of bn approaches that of

b′ = w(λ) + w′(µ) − ν along a straight line. Hence, for all n sufficiently large,
bn and b′ share a chamber, so that the value of Ng(bn) is given by a single quasi-
polynomial function of the coordinates of bn. Because we are looking at a particular
term in the right-hand side of (3.3), w, w′, λ, µ, and ν are all fixed, so Ng(bn)
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reduces to a quasi-polynomial of n. This reduction does not increase the quasi-
period, so we have shown that the right-hand side of (3.3) is a sum of quasi-period
2 quasi-polynomials when n is sufficiently large. Thus it follows that Cnνnλ,nµ is also
a quasi-polynomial of quasi-period 2. �

Our experiments also motivate the following “stretching conjecture,” which
generalizes the saturation theorem.

Conjecture 3.8 (Stretching Conjecture). Given highest weights λ, µ, ν of a
Lie algebra of type Ar, Br, Cr, or Dr, let

Cnνnλ,nµ =

{
f1(n) if n is odd,
f2(n) if n is even

be the quasi-polynomial representation of the stretched Clebsch–Gordan coefficient
Cnνnλ,nµ. Then the coefficients of f1 and f2 are all nonnegative.

This conjecture was made by King, Tollu, and Toumazet in [35] for the type-
A case of Littlewood–Richardson coefficients. That Conjecture 3.8 implies the
saturation theorem follows from a result of Derksen and Weyman [18] showing
that the Ehrhart quasi-polynomials of hive polytopes are in fact just polynomials.

This conjecture does not appear to be any easier to prove when we restrict
our attention to stretched Kostka coefficients, which are special cases of stretched
Littlewood–Richardson coefficients (see the remarks following Proposition 2.5.)
This is remarkable because the saturation property

Knλ,nβ 6= 0⇐⇒ Kλβ 6= 0

for Kostka coefficients is comparatively very easy to prove, as has been observed, for
example, in [36]. One way to see this is to recall the well-known fact that Kλβ 6= 0
if and only if β E λ—that is, if and only if λ exceeds β in the dominance order (see,
e.g., [23, Exercise A.11]). Since the relative order of two weights is not changed by
scaling both by n, we have that Knλ,nβ 6= 0 if and only if Kλβ 6= 0.

We should remark that the saturation property is known not to hold for
Clebsch–Gordan coefficients in the root systems Br, Cr, and it’s status is unknown
for Dr. A simple counterexample to saturation in B2, due to Kapovich, Leeb, and
Millson [29], is given by setting λ = µ = ν = (1, 0) (with respect to the basis of
fundamental weights). In this case we have

Cnνnλ,nµ =

{
0 if n is odd,
1 if n is even.

This example also demonstrates why the stretching conjecture is not contradicted
by the failure of the saturation property in the root systems Br or Cr. Since the
stretched multiplicities are not necessarily polynomials in these cases, it is possible
for them to evaluate to zero for some nonnegative integer while still having all
nonnegative coefficients.





CHAPTER 4

Faces of Gelfand–Tsetlin polytopes

As discussed in the introduction, the geometry of Gelfand–Tsetlin polytopes,
or GT-polytopes, determines the behavior of the Kostka coefficients Kλβ as the
parameters λ and β are varied. In this chapter, we introduce and study a class
of combinatorial objects that encodes the structure of GT-polytopes. We will use
these objects, which we call Gelfand–Tsetlin tilings, or simply tilings, to examine
both the combinatorics of GT-polytopes (that is, the properties of their face posets),
and the manner in which GT-polytopes are embedded with respect to the integer
lattice. Both lines of inquiry will need to be pursued to illuminate the behavior of
Kλβ . We will continue to apply tilings to study Kostka coefficients in Chapter 5.

The outline of this chapter is as follows. We define tilings of Gelfand–Tsetlin
patterns in Section 4.1. We also define certain matrices, called tiling matrices,
which are associated to these tilings. We prove that the kernel of the tiling matrix
of a given Gelfand–Tsetlin pattern is the dimension of the minimal face of the
GT-polytope containing that pattern. In Section 4.2 we study the special case of
0-dimensional faces, that is, the vertices. We conclude with section 4.3, in which
we prove additional properties of tilings and establish their direct connection to the
face lattices of GT-polytopes.

4.1. Tilings of GT-Patterns

4.1.1. Tilings Defined.

Definition 4.1. Given a GT-pattern x ∈ Xn (see Definition 1.7), the tiling
T of x is the partition of the set of entries of x into subsets, called tiles, that
results from grouping together those entries in x that are equal and adjacent. More
precisely, T is that partition of In such that two pairs (i, j), (̃i, j̃) are in the same
tile if and only if there are sequences

i = i1, i2, . . . , ir = ĩ,

j = j1, j2, . . . , jr = j̃

such that, for each k ∈ {1, . . . , r − 1}, we have that

(ik+1, jk+1) ∈ {(ik + 1, jk + 1), (ik, jk + 1), (ik − 1, jk − 1), (ik, jk − 1)}
and xik+1jk+1 = xikjk .

Another way to view tiles is as the connected components of the graph of a
GT-pattern. Here we view a GT-pattern as a map assigning a real number to each
square in a triangle-shaped grid. See Figure 4.1 for examples of GT-patterns and
their tilings. The shading of some of the tiles in that figure is explained in Example
4.2 below.

35
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Figure 4.1. Tilings of GT-patterns

4.1.2. Tiling Matrices of GT-patterns. Given a GT-pattern x ∈ Xr with
tiling T , we associate to T (or, equivalently, to x) a matrix AT (or Ax) as follows.
Define the free rows of x to be those rows that are neither the top row nor the
bottom row of x. The free tiles T1, . . . , Ts of T are those tiles in T that contain
entries only from the free rows of x, i.e., those tiles that contain neither (1, 1) nor
(i, r) for 1 ≤ i ≤ r. The remaining tiles are the non-free tiles. The order in which
the free tiles are indexed will not matter for our purposes, but, for concreteness,
we adopt the convention of indexing the free tiles in the order in which they are
initially encountered as the entries of x are read from left to right and bottom to
top. The terminology free tile represents the fact that the entries in the non-free
tiles of x are fixed once the weight wt(x) and highest weight hwt(x) are fixed.

Define the tiling matrix AT = Ax = (ajk)1≤j≤r−2, 1≤k≤s by

ajk = # {i : (i, j + 1) ∈ Tk} .
That is, ajk counts the number of entries in the jth free row of x that are contained
in the free tile Tk. (Note that the jth free row is the (j+1)st row of the GT-pattern.)
While a different choice of order for the free tiles would result in a tiling matrix
with permuted columns, this will be immaterial for our purposes because we will
ultimately be interested only in the kernel of AT up to isomorphism.

Example 4.2. Two GT-patterns and their tilings are given in Figure 4.1. The
unshaded tiles are the free tiles. The associated tiling matrices are respectively1 1 0 0 0

0 1 1 1 0
0 1 0 0 1

 and


1 0 0
1 1 0
2 2 0
1 1 1

 .

4.1.3. Tilings and the Faces of GT-polytopes. The motivation for intro-
ducing tilings, and the main result of this section, is the following theorem.
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Theorem 4.3. Suppose that T is the tiling of a GT-pattern x. Then the di-
mension of the kernel of AT is equal to the dimension of the minimal (dimensional)
face of the GT-polytope containing x.

Proof. Suppose that T is the tiling of a GT-pattern x in the GT-polytope
GTλβ ⊂ Xn. Let s be the number of free tiles in T . Let (ε(1), . . . , ε(d)) be a basis
for kerAT whose elements are sufficiently short so that

|ε(m)
k | < 1/2 min{|xi1j1 − xi2j2 | : xi1j1 6= xi2j2}, for 1 ≤ m ≤ d, 1 ≤ k ≤ s,

where ε(m)
k is the kth coordinate of ε(m).

Let H ⊂ Xn be the linear subspace of Xn such that H + x is the affine span of
the minimal face of GT (x) containing x. Define a linear map ϕ : kerAT → Xn by
ϕ(ε(m)) = y(m), where

y
(m)
ij =

{
ε

(m)
k if (i, j) is in the free tile Tk of T ,

0 if (i, j) is not in a free tile of T .

and y(m) = (y(m)
ij )1≤i≤j≤n. (See Example 4.4 following this proof.) Thus, x + y(m)

is the result of adding ε(m)
k to each entry in the kth free tile of x for 1 ≤ k ≤ s.

To prove the theorem, we show that (y(1), . . . ,y(d)) is a basis for H. First, since
the ε(m)

k ’s are sufficiently small, x ± y(m) is a GT-pattern. Moreover, y(m)
11 = 0,

y
(m)
in = 0 for 1 ≤ i ≤ n, and each row-sum of y(m) is 0. This last fact is true

because ε(m) ∈ kerAT and the row-sum vector of y(m) is, by construction, the
same as the result of multiplying ε(m) with the matrix AT on the left. Taken
together, these properties yield that x ± y(m) ∈ GT (x). That is, x + y(m) and
x − y(m) are the endpoints of a line segment contained in GT (x) that contains x
in its relative interior. This establishes that y(1), . . . ,y(d) ∈ H.

That y(1), . . . ,y(d) are linearly independent clearly follows from the fact that
ε(1), . . . , ε(d) are linearly independent. Thus, it remains only to prove that
y(1), . . . ,y(d) span H. Suppose that y ∈ H, and assume that y is scaled by a
nonzero amount so that x±y ∈ GT (x). We construct an element ε of kerAT such
that ϕ(ε) = y. Note that

• yij = 0 when (i, j) is not in a free tile of T ,
• each row-sum of y is 0, and
• if (i1, j1) and (i2, j2) are in the same free tile of T , then yi1j1 = yi2j2 .

To see that this last property holds, it suffices (see Definition (4.1)) to examine the
case where yi1j1 and yi2j2 are adjacent entries, i.e. where

(i2, j2) ∈ {(i1 + 1, j1 + 1), (i1, j1 + 1), (i1 − 1, j1 − 1), (i1, j1 − 1)}.
Since x± y is a GT-pattern (see Definition (1.7)), we must have either

xi1j1 + yi1j1 ≤ xi2j2 + yi2j2 and xi1j1 − yi1j1 ≤ xi2j2 − yi2j2
or

xi1j1 + yi1j1 ≥ xi2j2 + yi2j2 and xi1j1 − yi1j1 ≥ xi2j2 − yi2j2 .
But since (i1, j1) and (i2, j2) are in the same tile of T , we have xi1j1 = xi2j2 . Thus,
in either case, we can subtract the x entries from both sides, yielding yi1j1 = yi2j2 ,
as claimed.

For 1 ≤ k ≤ s and for each (i, j) in the free tile Tk, put εk = yij . Let
ε = (ε1, . . . , εs). Then, from the conditions on y given above, ε ∈ kerAT and
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ϕ(ε) = y. Hence, the coordinates of ε with respect to the basis (ε(1), . . . , ε(d))
of kerAT will also be the coordinates of y with respect to (y(1), . . . ,y(d)). In
particular, y is in the span of (y(1), . . . ,y(d)). Since y was an arbitrary element of
H, this establishes the claim. �

Example 4.4. Let x be the GT-pattern from Figure 4.1:

x =

6 5 3 2 0
6 9

2 3 1
2

5 7
2

1
2

9
2

1
2

4

.

We apply the constructions in the proof of Theorem 4.3 to x to generate explicitly
an affine basis for the face of GT (x) containing x. This GT-pattern has tiling
matrix

AT =

1 1 0 0 0
0 1 1 1 0
0 1 0 0 1

 .
A “sufficiently short” basis for kerAT is

(ε(1), ε(2)) =

1/3


0
0
−1

1
0

 , 1/3


1
−1

1
0
1


 .

(Here, “sufficiently short” refers to the fact that x + y(1) and x + y(2), which are
constructed presently, will lie within the minimal face of GT (x) containing x.)
Therefore, x lies in the relative interior of a 2-dimensional face of

GT (x) = GT(6,5,3,2,0), (4,1,4,5,2).

Applying the map ϕ from the proof to (ε(1), ε(2)) yields

y(1) =

0 0 0 0 0
0 0 0 0
− 1

3
1
3 0

0 0
0

and

y(2) =

0 0 0 0 0
0 1

3 0 − 1
3

1
3 0 − 1

3
1
3 − 1

3
0

.

From the proof just given, the affine subspace affinely spanned by the minimal face
containing x is affinely spanned by {x,x + y(1),x + y(2)}.
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4.2. Vertices and Denominators of GT-polytopes

As a corollary to Theorem 4.3, we get an easy-to-check criterion for a GT-
pattern being a vertex of the GT-polytope containing it.

Corollary 4.5. If x ∈ GTλβ has tiling T containing s free tiles, then the
following conditions are equivalent:

• x is a vertex of GTλβ; and
• AT has trivial kernel; i.e, for some s× s submatrix Ã of AT , det Ã 6= 0.

Proof. The only nontrivial assertion in this corollary is the claim that AT

has a trivial kernel if and only if, for some s × s submatrix Ã of AT , det Ã 6= 0.
This is an application of the well-known general result stating that an m×n matrix
A has trivial kernel if and only if, for some n×n submatrix Ã of A, det Ã 6= 0. We
include a proof of this result for completeness.

The “if” direction is straightforward: any solution x ∈ Rn to Ax = 0 is in
particular a solution to Ãx = 0. Hence, if the latter has only the trivial solution,
then so must the former. To prove the “only if” direction, let ai ∈ (Rn)∗ be the
ith row of A, and let Hi = {x ∈ Rn : 〈ai, x〉 = 0} be the corresponding normal
hyperplane. We show that there exist Hi1 , . . . ,Hin such that dim∩nj=1Hij = 0.
The corresponding rows ai1 , . . . , ain will then constitute an n × n submatrix Ã of
A with det Ã 6= 0.

Begin by choosing Hi1 arbitrarily. Since dim kerA = 0, there must exist an
Hi2 such that dimHi1 ∩Hi2 = dimHi1 − 2 = n− 1, for otherwise every Hi would
coincide with Hi1 , implying that dim kerA = n−1. Now suppose that Hi1 , . . . ,Hij ,
1 ≤ j ≤ n− 1, have been selected so that dim∩jk=1Hik = n− j. Then there exists
an Hij+1 such that

dim∩j+1
k=1Hik = dim∩jk=1Hik − 1 = n− j − 1,

since otherwise every Hi would contain dim∩jk=1Hik , implying that dim kerA =
n− j > 0. Proceeding in this fashion, we construct hyperplanes Hi1 , . . . ,Hin with
trivial intersection, as desired. �

The corollary just proved shows that tiling matrices determine which GT-tilings
are the tilings of vertices. The next result shows that, moreover, tiling matrices
encode the denominators that may appear in GT-patterns with the corresponding
tilings. This result allows us to construct nonintegral vertices of GT-polytopes by
looking for a tiling with a tiling matrix satisfying certain properties given below.
Then the tiling can be “filled” in a systematic way with the entries of a GT-pattern
that is a counter-example to the Berenstein–Kirillov conjecture [39]. Indeed, we will
be able to construct infinite families of counter-examples in which the denominators
take on arbitrarily large values.

Lemma 4.6. Suppose that T is a tiling with s free tiles such that AT has trivial
kernel. Then the following conditions are equivalent:

(1) T is the tiling of a nonintegral vertex x of a GT-polytope in which q ∈ N is
the least common multiple of the denominators of the entries in x (written
in reduced form); and

(2) there is an integral vector ξ = (ξ1, . . . , ξs) such that AT ξ ≡ 0 mod q and
such that, for some k ∈ {1, . . . , s}, gcd(ξk, q) = 1.
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Proof. [(1) ⇒ (2)] Suppose that x is a nonintegral vertex in which q is the
least common multiple of the denominators of the entries. For each entry xij ,
1 ≤ i ≤ j ≤ n, let pij = qxij . Let T1, . . . , Ts be the free tiles of T , and define
ξ = (ξ1, . . . , ξs) by ξk = pij for some (i, j) ∈ Tk (all values of pij being equal within a
tile). Since x has entries with denominator q, we have that, for some k ∈ {1, . . . , s},
gcd(ξk, q) = 1. Moreover, since each row-sum of x is an integer, we have that, for
fixed j ∈ {1, . . . , n},

q divides
∑

1≤k≤s
(i,j)∈Tk

pij =
∑

1≤k≤s

ajkξk.

Therefore, AT ξ ≡ 0 mod q.
[(2)⇒ (1)] T is given to be a tiling, so some GT-pattern ˜̃x with rational entries

has tiling T . If necessary, multiply ˜̃x by some integer to produce an integral GT-
pattern x̃ with tiling T . Choose ξ = (ξ1, . . . , ξs) satisfying condition (2) such that
0 ≤ ξ1, . . . , ξs < q. Define y ∈ Xn by

yij =

{
ξk/q if (i, j) is in the free cell Pk of T ,
0 if (i, j) is not in a free cell of T .

Then x = x̃ + y satisfies condition (1). �

Now we are ready to give the details of the proof of Theorem 1.14. In particular,
Propositions 4.7 and 4.8 settle the Berenstein-Kirillov conjecture. Proposition 4.7
has also been stated by King et al. [35] with respect to K-hive polytopes, which are
isomorphic to GT-polytopes under a lattice-preserving linear map. We give here a
“tiling” proof.

Proposition 4.7. When n ≤ 4, every GT-polytope in Xn is integral.

Proof. Note that it suffices to prove the n = 4 case since there is a natural
embedding Xn ↪→ Xn+1 defined by x 7→ x̃, where

x̃ij =

{
0 if 1 ≤ i = j ≤ n+ 1,
xi,j−1 if 1 ≤ i < j ≤ n+ 1.

Hence, x̃ is the GT-pattern that arises from x by appending a zero to the right end
of each row.

Suppose that x ∈ X4 is a vertex. Then, by Corollary 4.5, the associated tiling
matrix AT has trivial kernel. Therefore, AT is either a 2 × 1 or a 2 × 2 matrix.
Note also that the first and last nonzero entries of each column of a tiling matrix
associated with a GT-pattern must be 1. Therefore, AT is a 0/1-matrix.

If AT is 2× 1, then the only possibilities are

AT =
[
1
0

]
, AT =

[
1
1

]
, or AT =

[
0
1

]
.

In each case, there exists no vector ξ 6≡ 0 mod q such that AT ξ ≡ 0 mod q for q > 1,
so Lemma 4.6 implies that the entries of x are integral. On the other hand, if AT is
2×2, then detAT ∈ {−1, 1}; that is, gcd(detAT , q) = 1 for q > 1. Therefore, AT ,
considered as a module homomorphism on Z/qZ×Z/qZ, is invertible for q > 1, so,
by Lemma 4.6, x is integral. �
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Figure 4.2. An infinite family of counterexamples to the Beren-
stein–Kirillov conjecture

Now we show that nonintegral GT-polytopes exist in Xn for each n ≥ 5. More-
over, by choosing n sufficiently large, we can find GT-polytopes in which the de-
nominators of the vertices are arbitrarily large.

Proposition 4.8. For positive integer k, let λ = (kk, k − 1, 0k) and β =
((k−1)k+1, 1k). Then a vertex of GTλβ ⊂ X2k+1 contains entries with denominator
k.

Proof. Define x(k) ∈ X2k+1 by

x
(k)
ij =



(k−j+1)(k+1)
k if 1 ≤ i = j ≤ k + 1,

k − 1
k if 1 ≤ i < j ≤ k + 1,

k if k + 1 < j ≤ 2k + 1 and 1 ≤ i < j − k,
k − 1

k if k + 1 < j ≤ 2k + 1 and j − k ≤ i ≤ k,
(j−k−1)(k−1)

k if k + 1 < j ≤ 2k + 1 and i = k + 1,
0 if k + 1 < j ≤ 2k + 1 and k + 1 < i ≤ 2k + 1.

(See Figure 4.2.) Then x(k) ∈ GTλβ . The tiling matrix associated with x(k) is

AT =



1 1 0 · · · 0 0 · · · 0 0
2 0 1 · · · 0 0 · · · 0 0
...

...
...

. . .
...

...
. . .

...
...

k − 1 0 0 · · · 1 0 · · · 0 0
k 0 0 · · · 0 0 · · · 0 0

k − 1 0 0 · · · 0 1 · · · 0 0
...

...
...

. . .
...

...
. . .

...
...

2 0 0 · · · 0 0 · · · 1 0
1 0 0 · · · 0 0 · · · 0 1


.

It is easy to see that detAT = ±k (for example, by cofactor expansion along the
kth row). In particular, detAT 6= 0. Hence, by Corollary 4.5, x(k) is a vertex of
GTλβ . �
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Proposition 4.8 explicitly constructs counterexamples to the Berenstein–Kirillov
conjecture in Xn where n ≥ 5 is odd. Counterexamples with even n ≥ 6 may be
constructed from these using the embedding Xn ↪→ Xn+1 given in the proof of The-
orem 4.7. Less trivial examples with even n may be constructed using other tilings.
For example, if λ = (3, 3, 1, 0, 0, 0) and β = (1, 1, 1, 2, 1, 1), then the GT-pattern

x =

3 3 1 0 0 0
3 7

3
2
3 0 0

7
3

7
3

1
3 0

7
3

1
3

1
3

5
3

1
3

1

in GTλβ ⊂ X6 has the tiling matrix

Ax =


1 1 0 0
0 2 1 0
0 1 2 0
0 0 1 1


Since detAx = 3 6= 0, x is a vertex of GTλβ .

We now prove a necessary condition for a GT-tiling T to be the tiling of a
vertex of a GT-polytope containing a denominator q > 1. Observe that Lemma 4.6
says that if x is a nonintegral vertex in which q appears as a denominator, then the
tiling matrix AT has trivial kernel as a linear operator Rs → Rn−2 (since x is a
vertex), but AT has nontrivial kernel when considered as an operator (Z/qZ)s →
(Z/qZ)n−2. Moreover, this nontrivial kernel contains a vector in which one of the
coordinates is a unit in Z/qZ. The next result shows that these properties imply
that each s× s submatrix of AT has determinant equal to 0 modulo q.

Lemma 4.9. Let A be an integral matrix with s columns. Suppose that there is
an integral vector ξ = (ξ1, . . . , ξs) such that Aξ ≡ 0 mod q and such that some ξk
is a unit in Z/qZ. Then every square row submatrix of A has determinant equal to
0 modulo q.

We remind the reader that a row submatrix of a matrix A is a matrix whose
rows are all rows of A.

Proof. Let a row submatrix A′ of A be given. Let ξ̃ be a vector that results
from permuting the entries of ξ so that ξk is the last coordinate. Let Ã be the matrix
that results from applying the same permutation to the columns of A′. Thus we
have that Ãξ̃ = A′ξ ≡ 0 mod q. If det Ã = 0, then we are done, so suppose that Ã
is nonsingular. Recall that every rational square nonsingular matrix has a Hermite
normal form (see [60], Theorem 4.1). In particular, there is a unimodular matrix
U such that H = UÃ is integral and upper triangular. (Here, Ht is the Hermite
normal form of Ãt.) Consequently, we have that

Hξ = UÃξ̃ ≡ 0 mod q and |detH| = |det Ã|.
Let hss be the last entry in the last row of H. Since all other entries in the

last row of H are equal to 0, we must have that hssξk ≡ 0 mod q. But since
ξk is a unit in Z/qZ, it is not a zero divisor, which implies that hss ≡ 0 mod q.
Since the determinant of H is the product of the entries on its diagonal, and since
|detH| = |det Ã| = |detA′|, the claim is proved. �
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As an application of this Lemma, we derive a bound on the size of the denom-
inators in the vertices of GT-polytopes in fixed dimension.

Proposition 4.10. For fixed n, the numbers that may appear as denominators
of entries in vertices of GT-polytopes in Xn are no larger than (n−1)!

2n−1 (n− 1)n−3.

Proof. Fix n ∈ N. Since only finitely many partitions of In exist, there is an
upper bound on the set{

|m| : m is the determinant of a square row submatrix of
the tiling matrix of some GT-pattern x ∈ Xn

}
.

By a “row submatrix”, we mean a submatrix whose rows are a subset of the rows
of the tiling matrix. Let N be an upper bound on this set. The claim is that no
GT-polytope in Xn has a vertex with denominators greater than N .

Let q > N be given. Suppose that x ∈ Xn is a vertex. Let s be the number of
free tiles in x, and let AT be the tiling matrix of x. Then no s × s submatrix of
AT has determinant greater than or equal to q. Moreover, by Corollary 4.5, some
s × s submatrix of AT has nonzero determinant. Therefore, this s × s submatrix
has determinant not equal to 0 modulo q. However, by Lemmas 4.6 and 4.9, if q
were a denominator of one of the entries in x, then every s × s submatrix would
have determinant equal to 0 modulo q. This proves that N is a bound as claimed.

Our second claim is that N is no more than (n−1)!
2n−1 (n − 1)n−3. To prove this,

observe that every tiling matrix of a GT-pattern in Xn has n−2 rows. Moreover, if
the GT-pattern is a vertex, then the number of rows must be greater than or equal
to the number of columns (since the kernel is trivial), so we have that s ≤ n − 2.
In addition, the tiling matrix contains only nonnegative entries, and, since the first
and last entry in each column must be a 1, and since each entry can differ by at
most ±1 from the entry above it, the largest possible entry in a tiling matrix is
n−1

2 . Therefore, if A = (aij) is an s× s submatrix of a tiling matrix, we have that

detA =
∑
σ∈Ss

a1σ(1) · · · asσ(s)

≤
∑
σ∈As

(
n− 1

2

)s
≤ (n− 2)!

2

(
n− 1

2

)n−2

=
(n− 1)!

2n−1
(n− 1)n−3,

where As denotes the alternating group in Ss. �

The bound in Proposition 4.10 is not tight. For example, it is easy to show
that, when n=5, the largest possible denominator is 2, while the proof just given
bounds the largest possible denominator by (5−1)!

25−1 (5− 1)5−3 = 24.

4.3. Combinatorics of Gelfand–Tsetlin Tilings

In this section, we discuss the combinatorics of Gelfand–Tsetlin tilings. In
the previous sections, tilings were defined constructively in terms of GT-patterns
(Definition 4.1). That is, tilings were defined to be those partitions of In that
arise when one begins with a GT-pattern and then groups together entries that
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(i1, j1)

(i2, j2)
(i, j)

Figure 4.3. The GT-tiling condition

are equal and adjacent. We now give a definition of tilings that does not depend
upon having a GT-pattern in hand. More precisely, we define a class of partitions
of In, which we call GT-tilings, without reference to GT-patterns. We then prove
that the GT-tilings are precisely the partitions of In that arise as the tilings of
GT-patterns.

We say that a subset T ⊂ In is connected if, for every pair (i, j), (i′, j′) ∈ T ,
there are sequences

i = i1, i2, . . . , ir = i′,

j = j1, j2, . . . , jr = j′

such that, for each k ∈ {1, . . . , r − 1}, we have that

(ik+1, jk+1) ∈ T ∩ {(ik + 1, jk + 1), (ik, jk + 1), (ik − 1, jk − 1), (ik, jk − 1)}
That is, for every pair of points in T , it must be possible to travel from one point
to the other while remaining in T and only moving one step at a time in the
North-East, North-West, South-West, or South-East direction.

Definition 4.11. A GT-tiling is a partition T of the set In into disjoint
nonempty connected subsets, called tiles, such that, for each tile T ∈ T , if (i1, j1),
(i2, j2) ∈ T , then (i, j) ∈ T whenever

i1 ≤ i ≤ i2 and i1 − j1 ≤ i− j ≤ i2 − j2.
If we think of a GT-tiling as a partition of the entries of a triangular array, then

the inequalities in Definition 4.11 state that if a tile T contains two entries that are
respectively the left-most and the right-most elements in the region bounded by
the diagonals passing through those two entries, then T contains all of the elements
within that region (see Figure 4.3).

Before stating the next theorem, we remind the reader that the word “partition”
is used in two distinct, but conventional, senses. On the one hand, we speak of
partitions of a set into disjoint subsets. On the other hand, a partition of n is a
weakly decreasing sequence of nonnegative integers that sum to n. These meanings
are related, since there is a many-to-one map sending partitions of n in the second
sense to partitions of [n] in the first sense. Nonetheless, we warn the reader that
both of these meanings are employed in close proximity to each other in the following
theorem and its proof.
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Theorem 4.12. A partition T of In is a GT-tiling if and only if there is a
GT-pattern of which T is the tiling.

Indeed, given a partition λ = (κv11 , . . . , κ
vm
m ), if T is a GT-tiling that partitions

the top row of In into subsets with cardinalities v1, . . . , vm as read from left to right,
then there exists a GT-pattern with tiling T and highest weight λ.

Proof. Suppose that T is the tiling of a GT-pattern x = (xij)1≤i≤j≤n. Let
(i1, j1) and (i2, j2) be two entries in a tile T ∈ T , and suppose that (i, j) ∈ In is
such that

(4.1) i1 ≤ i ≤ i2 and i1 − j1 ≤ i− j ≤ i2 − j2.
To prove that T is a GT-tiling, we show that (i, j) ∈ T .

Observe that the inequalities (4.1) imply that j1 ≥ j−(i−i1) and j ≥ j2−(i2−i).
Thus, since x is a GT-pattern, we have the sequence of inequalities

xi1,j1 ≥ xi1,j1−1 ≥ · · · ≥ xi1,j−(i−i1)

≥ xi1+1,j−(i−i1)+1 ≥ · · · ≥ xij
≥ xi,j−1 ≥ · · · ≥ xi,j2−(i2−i)

≥ xi+1,j2−(i2−i)+1 ≥ · · · ≥ xi2,j2 .
But since (i1, j1) and (i2, j2) are in the same tile, we have that the first and last
terms in this sequence are equal: xi1,j1 = xi2,j2 . Hence, all of the entries in this
sequence are equal. As a result, they belong to the same tile by Definition 4.1. In
particular, (i, j) ∈ T , as desired.

To prove the converse claim, we must show that, for an arbitrary GT-tiling
T , there is a GT-pattern with tiling T . Indeed, we show that, more strongly, if
λ = (κv11 , . . . , κ

vm
m ) is a partition, and if T is a GT-tiling that partitions the top

row of In into subsets with cardinalities v1, . . . , vm as read from left to right, then
there exists a GT-pattern with tiling T and highest weight λ.

We construct a GT-pattern with tiling T as follows. Our first step is to assign
the value κi to the ith of the tiles intersecting the top row of In as it is read from
left to right. Observe that, by Definition 4.11, each remaining tile T has a unique
highest element (i, j), that is, an element (i, j) such that (i′, j′) ∈ T implies that
j′ < j. For suppose otherwise; that is, suppose that (i1, j) and (i2, j) are distinct
elements of T with i1 < i2, and that no element of T is higher than either of these.
Then, since T does not intersect the top row, we have that (i1 + 1, j+ 1) ∈ In, and
so, by Definition 4.11, (i1 + 1, j + 1) ∈ T . Hence, there is an element of T higher
than (i1, j), a contradiction. We call the unique highest element (i, j) ∈ T the peak
of T .

We associate, to each tile T not intersecting the top tow of In, two disjoint
nonempty subsets of In defined as follows:

RT< = {(i, j) ∈ In\T : ∃(k, `) ∈ T such that i ≤ k and i− j ≤ k − `}
RT> = {(i, j) ∈ In\T : ∃(k, `) ∈ T such that i ≥ k and i− j ≥ k − `}

Note that RT< and RT> are both disjoint from T . The definitions of these regions
are motivated by the fact that the entries in RT< (resp. RT>) must be assigned
values larger than (resp. smaller than) the value assigned to T for the resulting
array to be a GT-pattern with tiling T .

It follows from the definition of a GT-tiling (Definition 4.11) that the regions
RT< and RT> are disjoint. For suppose otherwise; that is, suppose that there exists
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an (i, j) ∈ RT< ∩RT>. Then there exist (k1, `1), (k2, `2) ∈ T such that

i ≤ k1 and i− j ≤ k1 − `1
i ≥ k2 and i− j ≥ k2 − `2.

That is,
k1 ≤ i ≤ k2 and k2 − `2 ≤ i− j ≤ k1 − `1.

By Definition 4.11, this implies that (i, j) ∈ T , a contradiction.
We are now ready to fill the tiles not intersecting the top row of In by induction

on the heights of their peaks. For those tiles whose peaks are the same height, we
proceed by induction from left to right. Fix a tile T , and assume that all tiles with
peaks higher than, or equally high and to the left of, T have been assigned distinct
values consistent with the GT-inequalities in Definition 1.7.

Let ξ1 be the least value assigned so far to a tile intersecting RT<, and let T1

be a tile assigned that value. Similarly, let ξ2 be the greatest value assigned so far
to a tile intersecting RT>, and let T2 be a tile assigned that value. Our goal is to
show that ξ1 > ξ2, from which it will follow that we may assign a value ξ to T such
that ξ1 > ξ > ξ2, thereby maintaining conformity to the GT-inequalities.

The crucial observation is that since T1 and T2 have peaks higher than that
of T , we have that RT1> ∩ T2 6= ∅. Consequently, since the entries assigned so
far are consistent with the GT-inequalities, we have that ξ1 > ξ2, and the claim is
proved. �

Observe that if two points lie in the relative interior of the same face of GTλ,
then they have the same tiling. To see this, recall that two points are in the relative
interior of the same face if and only if they satisfy the same set of facet-defining
inequalities with equality. The facet-defining inequalities of GTλ are a subset of the
GT-inequalities in Definition 1.7, and if two points have the same tiling, then they
satisfy exactly the same set of GT-inequalities with equality.

Therefore, we may associate to each face F of GTλ a certain tiling: the tiling
T (F ) shared by all points in that face’s relative interior. In particular, given a
partition λ, there is a tiling shared by all points in the relative interior of GTλ. We
call this tiling the interior tiling of GTλ, and we denote it by T (λ).

Definition 4.13. Given two GT-tilings T and T ′ of In, we say that T ≤ T ′

if and only if (1) T is refined by T ′ as a partition of In, and (2) the top row of In
is partitioned identically by T as by T ′. Let P (T ) be the order ideal generated
by T within this poset structure on GT-tilings. That is, let

P (T ) = {T ′ : T ′ ≤ T }.
Theorem 4.14. Let F (λ) be the face poset of GTλ. Then F (λ) and P (T (λ))

are isomorphic as posets.

Proof. We proceed as follows. We first show that if F and F ′ are faces of
GTλ and F ⊂ F ′, then T (F ) < T (F ′). This establishes that P (T (λ)) contains
an isomorphic image of F (λ). We then show that every GT-tiling in P (T (λ)) is
the tiling of some point in GTλ, completing the proof.

Suppose that F ⊂ F ′ are faces of GTλ. Let T = T (F ) and T ′ = T (F ′). The
facet-defining inequalities satisfied with equality by a point in the relative interior
of F ′ form a subset of those satisfied with equality by a point in the relative interior
of F . Therefore, T is refined by T ′ as a partition of In.
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To complete the proof, let T be a GT-tiling such that T ≤ T (λ). Put λ =
(κv11 , . . . , κ

vm
m ). Then T (λ) partitions the top row of In into subsets of cardinalities

v1, . . . , vm as read from left to right. Since T partitions the top row of In identically,
it follows from Theorem 4.12 that there is a GT-pattern x with top row λ and tiling
T . Hence, x ∈ GTλ and if F is the face containing x in its relative interior, then
T = T (F ), completing the proof. �

The idea of partially ordering GT-tilings can also be used to give a “face poset”
version of Theorem 4.3. Just as we did with GTλ above, we associate, to each face
F of a GT-polytope GTλβ , a certain tiling: the tiling T (F ) shared by all points
in that face’s relative interior. In particular, given λ, β ∈ Zn such that GTλβ 6= ∅,
there is a tiling shared by all points in the relative interior of GTλβ . We call this
tiling the interior tiling of GTλβ , and we denote it by T (λ, β).

Recall the construction in Theorem 4.3 of an affine linear map embedding
kerAT into the space Xn of triangular arrays. We now carry out this construction
for every GT-tiling T partitioning In. Let (ε(1), . . . , ε(d)) be a basis for kerAT

and define a linear map ϕT : kerAT → Xn by ϕT (ε(m)) = y(m), where

y
(m)
ij =

{
ε

(m)
k if (i, j) is in the free tile Tk of T ,

0 if (i, j) is not in a free tile of T .

and y(m) = (y(m)
ij )1≤i≤j≤n (see Example 4.4). Recall that in Theorem 4.3 we

showed that if x is a point in a GT-polytope with tiling T , then x+ϕT (kerAT ) is
the affine span of the face containing x in its relative interior. Therefore, we have
an injective affine linear map

Φλ,β,T : kerAT → hwt−1(λ) ∩wt−1(β)

defined by
Φλ,β,T (ε) = x + ϕT (ε).

Moreover, since the affine span of any face is contained in the affine span of the
entire polytope, we have, for each tiling T of a face of GTλβ , an injection

Φλ,β,T : kerAT → Im Φλ,β,T (λβ).

Using this embedding, we define for each tiling T a poset P(T ) as follows: we
say that T ′ ≺ T if and only if the composition Φ−1

λ,β,T ◦ Φλ,β,T ′ is an embedding
kerAT ′ ↪→ kerAT , and we write

P(T ) = {T ′ : T ′ � T }.
As a consequence of the preceding discussion, we can reformulate Theorem 4.3 as
the following result.

Theorem 4.15. Let F (λ, β) be the face poset of GTλβ. Then F (λ, β) and
P(T (λ, β)) are isomorphic as posets.





CHAPTER 5

Degrees of stretched Kostka coefficients

5.1. Introduction

Kostka coefficients are important numbers appearing in many branches of math-
ematics, including representation theory, the theory of symmetric functions, and
algebraic geometry (see, e.g., [21, 62, 64] and references therein). Given a highest
weight λ and a weight β of the Lie algebra glr(C), the Kostka coefficient Kλβ is the
dimension of the weight subspace with weight β of the irreducible representation Vλ
of glr(C) [21]. In the theory of symmetric functions, Kostka coefficients are defined
by the expansion of Schur functions sλ into monomials. That is, given a partition
λ of n ∈ N, we have

(5.1) sλ =
∑

compositions
β of n

Kλβx
β ,

where xβ = xβ1
1 xβ2

2 · · ·xβrr .
For our purposes, it will suffice to assume that λ is a partition and β is a

composition of the same length and size as λ. That is, we take λ = (λ1, . . . , λr) ∈ Zr
such that λ1 ≥ · · · ≥ λr ≥ 0, and β = (β1, . . . , βr) ∈ Zr such that βi ≥ 0 and∑
i βi =

∑
i λi. The Kostka coefficients Kλβ are indexed by such pairs (λ, β).

We sometimes write λ = (κv11 , . . . , κ
vm
m ) to indicate that λ has vp parts equal

to κp for 1 ≤ p ≤ m. The use of this notation always presumes that vp ≥ 1 for
1 ≤ p ≤ m. Let |λ| = ∑

i λi denote the sum of the parts in λ. Given an arbitrary
sequence of nonnegative integers β = (β1, . . . , βr) ∈ Zr≥0, let β̄ = (β̄1, . . . , β̄r) be the
unique partition that may be produced by permuting the terms of β. We say that
λ dominates β, denoted β E λ, if |λ| = |β| and

∑i
k=1 λk ≥

∑i
k=1 β̄k for 1 ≤ i < r.

If, more strongly,
∑i
k=1 λk >

∑i
k=1 β̄k for 1 ≤ i < r, we write β C λ, and we say

that λ and β form a primitive pair.
Since the parameters defining a Kostka coefficient are themselves vectors, they

may be “stretched” by a scaling factor n. This procedure defines a function n 7→
Knλ,nβ , which, following [35], we call a stretched Kostka coefficient. We denote
this function by Kλβ(n) = Knλ,nβ . Kirillov and Reshetikhin [40] have shown that
Kλβ(n) is a polynomial function of the scaling parameter n. King, Tollu, and
Toumazet have conjectured that these polynomials have only positive coefficients
[35], and they have given a conjectural expression for the degree of Kλβ(n) [36].
In this chapter, we prove that the stretched Kostka coefficients indeed have the
degrees conjectured in [36]:

Theorem 5.1 (Proved on p. 54). If λ = (κv11 , . . . , κ
vm
m ) ∈ Zr≥0 is a partition

with m ≥ 2 and β C λ, then the degree of the stretched Kostka coefficient Kλβ(n)

49
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is given by

(5.2) degKλβ(n) =
(
r − 1

2

)
−

m∑
p=1

(
vp
2

)
(where we evaluate

(
1
2

)
= 0).

As stated, this theorem gives the degree of a stretched Kostka coefficient only
when λ and β are a primitive pair. However, Berenstein and Zelevinsky have shown
that all Kostka coefficients factor into a product of Kostka coefficients indexed by
primitive pairs [7]. It follows from this factorization that Theorem 5.1 suffices to
describe the degrees of stretched Kostka coefficients in all cases.

The factorization into primitive pairs works as follows. It is well-known that
Kλβ is invariant under permutations of the coordinates of β. For example, this
follows from equation (5.1) and the fact that Schur functions are symmetric. Con-
sequently, Kλβ(n) = Kλβ̄(n). In particular, to compute the degree of stretched
Kostka coefficients, we need only consider the case where β is a partition.

Suppose that λ, β ∈ Zr are both partitions with |λ| = |β|. If λ and β do
not form a primitive pair, then we may write both λ and β as a concatenation of
partitions such that each of the partitions contained in λ forms a primitive pair with
the corresponding partition contained in β. More precisely, there exists a unique
sequence of integers

1 = i1 < i2 < · · · < is < is+1 = r + 1

such that each pair

λ(t) = (λit , . . . , λit+1−1), β(t) = (βit , . . . , βit+1−1), 1 ≤ t ≤ s
is primitive. We then have

Kλβ =
s∏
t=1

Kλ(t)β(t) .

This observation of Berenstein and Zelevinsky [7] is the justification for the ter-
minology primitive pair. Since the set of indices i1, . . . , is+1 decomposing (λ, β)
into primitive pairs does not change when we scale λ and β by a parameter n, this
decomposition carries over to the stretched Kostka coefficients:

Kλβ(n) =
s∏
t=1

Kλ(t)β(t)(n).

Several combinatorial interpretations of Kostka coefficients have been con-
structed. Most classically, Kλβ is the number of semi-standard Young tableaux
with shape λ and content β (see, e.g., [63]). Of particular interest for our study is
the representation of Kostka coefficients as the number of lattice points in particular
families of rational polytopes (i.e., polytopes whose vertices have rational coordi-
nates). Gelfand and Tsetlin provided the first such model in 1950 [24], which
we employ in our study below. More recently, King, Tollu, and Toumazet have
introduced K-hive polytopes [35], which they used to motivate their conjectures
described above. Moreover, they deduce from their model additional information
about the structure of the polynomials Kλβ(n). Among other results, they provide
an interpretation for the roots of Kλβ(n).

The polyhedral models provide a natural geometric interpretation of the poly-
nomial Kλβ(n) and its degree. For example, to each Kostka coefficient Kλβ , there
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corresponds a Gelfand–Tsetlin polytopeGTλβ ⊂ RD such thatKλβ =
∣∣GTλβ ∩ ZD

∣∣.
As a consequence of the definition of Gelfand–Tsetlin polytopes (Definition 1.9),
scaling λ and β by a factor of n corresponds to dilating the polytope GTλβ by a
factor of n:

Kλβ(n) =
∣∣nGTλβ ∩ ZD

∣∣ ,
where D = dimXr =

(
r+1

2

)
. In other words, Kλβ(n) is the Ehrhart polynomial of

a rational polytope. Ehrhart proved that if P is a d-dimensional rational polytope,
then the function iP (n) counting the number of integer lattice points in nP is
a quasi-polynomial function of n with degree d [19]. Our proof of Theorem 5.1
depends on this interpretation of degKλβ(t) as the dimension of the Gelfand–Tsetlin
polytope GTλβ .

Tilings of GT-patterns were used in Chapter 4 to study the properties of vertices
of GT-polytopes, establishing in particular that they can have arbitrarily large
denominators. In the present chapter, we move to the opposite end of the face
lattice and apply the tiling machinery to points in the interior of GT-polytopes.
We use the notation int(P ) to denote the relative interior of a polytope P , that is,
the interior of P with respect to the affine space that it spans. As an immediate
corollary to Theorem 4.3, we get:

Corollary 5.2. If x ∈ int(GTλβ), then dimGTλβ = dim kerAx.

If GTλ 6= ∅, the tilings of GT-patterns in the relative interior of GTλ have
an easy characterization. Observe that if a block of entries xkr, xk+1,r, . . . , x`r in
the top row of a GT-pattern all have the same value κp, then the Gelfand–Tsetlin
inequalities (1.3) require that the entries xij with k ≤ i ≤ `−(r−j) all assume that
same value κp. These are the entries that lie within the triangular region whose
horizontal edge consists of the terms xkr, xk+1,r, . . . , x`r and whose diagonal edges
run parallel to the diagonals of the GT-pattern. Let Tp be the tile of entries in this
region. That is, if λ = (κv11 , . . . , κ

vm
m ) ∈ Rr, put

Tp =

{
(i, j) ∈ Z2 :

p−1∑
q=1

vq < i ≤
p∑
q=1

vq − (r − j)
}
, 1 ≤ p ≤ m.

Define the generic interior tiling Tλ associated with λ to be the tiling consisting
of the Tp’s together with a distinct tile for each entry not contained in one of the
Tp’s. See Figure 4.1 for an example of a generic interior tiling when (v1, . . . , v5) =
(3, 1, 2, 1, 4). The shaded tile at the bottom of the pattern, and each of the unshaded
free tiles, contains only a single entry.

The next theorem characterizes when a GT-pattern x has the generic interior
tiling and gives the dimension of the GT-polytope containing x. This is the main
result from which Theorem 5.1 will follow.

Theorem 5.3. Let λ = (κv11 , . . . , κ
vm
m ) ∈ Rr.

(1) A GT-pattern x ∈ GTλ is in the relative interior of GTλ if and only if the
tiling of x is the generic interior tiling Tλ.

(2) If x has the generic interior tiling Tλ and m ≥ 2, then

dimGT (x) =
(
r − 1

2

)
−

m∑
p=1

(
vp
2

)
,

(where we evaluate
(

1
2

)
= 0).
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T1

T2 T3
T4

T5

Figure 5.1. The tiling of a point in the interior of GTλ.

Proof. To prove part (1), note that the GT-inequalities given in (1.3) include
the facet-defining inequalities of GTλ in Xr. A point x lies in the relative interior
of GTλ if and only if x satisfies with equality only those GT-inequalities that are
satisfied with equality by every point in GTλ.

We claim that the GT-inequalities satisfied with equality by every point in
GTλ are precisely the ones implied by forcing each entry in Tp to be equal to κp
for 1 ≤ p ≤ m. Since every point in GTλ must satisfy those equalities, it remains
only to exhibit a point x ∈ GTλ satisfying only those equalities. That is, we need
to construct an x ∈ GTλ with the generic interior tiling.

Such a point exists as a direct consequence of Theorem 4.12. However, we give
here a simpler construction that suffices for interior tilings. For 1 ≤ p ≤ m − 1,
consider the upper-left-to-lower-right diagonals that abut the tile Tp. Let Sp be
the set of entries in these diagonals. Apply a total order to Sp by reading each
diagonal from left to right, and then reading the diagonals themselves from left
to right. Finally, construct x by assigning values to the entries in Sp according
to a strictly monotonically decreasing function mapping Sp into the open interval
]κp+1, κp[. For example, in the portion depicted in Figure 5.2, we fill the tiles with
strictly decreasing values in the order indicated by the arrows. It is easy to see that
x is a GT-pattern and that its tiling is Tλ, so part (1) is proved.

To prove part (2), suppose that x has the interior tiling. Then, by part (1), we
have that x ∈ int(GT (x)). Thus, we can apply Corollary 5.2 to compute dimGT (x).
The hypothesis that m ≥ 2 implies that every free row of x contains a free tile.
Hence, each of the r − 2 rows of the tiling matrix Ax contains a nonzero entry.
Moreover, since every free tile of the interior tiling Tλ contains only a single entry,
every column of Ax contains only a single 1. Thus, Ax is in reduced row echelon
form (perhaps after a suitable permutation of its columns, which amounts to re-
indexing the free tiles). This means that

dimGT (x) = dim kerAx

= # of columns of Ax − dimension of row span of Ax

= # of free tiles in Tλ − (r − 2).

Thus the computation reduces to finding the number of free tiles in Tλ, which is
easily done: (

r

2

)
−

m∑
p=1

(|Tp| − vp)− 1 =
(
r

2

)
−

m∑
p=1

(
vp
2

)
− 1.
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κp

Figure 5.2. Filling of a portion of the generic interior tiling.

Hence,

dimGT (x) =
(
r

2

)
−

m∑
p=1

(
vp
2

)
− (r − 1) =

(
r − 1

2

)
−

m∑
p=1

(
vp
2

)
,

as claimed. �

To complete the proof of Theorem 5.1, we call upon a well-known fact from the
theory of convex polytopes.

Lemma 5.4. Given a polytope P ⊂ Rm and a linear map π : Rm → Rn, we
have that int(π(P )) ⊆ π(intP ).

The converse containment is also true and easy to prove, but it is unnecessary
for our purposes. It is also worth mentioning that this is the point at which the
geometry of convex polyhedra is crucial to the argument. Lemma 5.4 does not nec-
essarily hold for all polyhedral sets, even if they are connected and full-dimensional.

Proof of Lemma 5.4. Without loss of generality, we assume that dimP = m
and dimπ(P ) = n. Suppose that y /∈ π(intP ). We show that y /∈ int(π(P )) by
exhibiting an “exit vector” ȳ such that, for every ε > 0, y + εȳ /∈ π(P ). Since we
assume that π(P ) is full-dimensional, this will prove the claim.

Since y /∈ π(int(P )), we have that π−1(y)∩ int(P ) = ∅. This means that there
is a hyperplane H separating π−1(y) from int(P ). Let x̄ ∈ Rm be a normal to
H pointing away from P . Then, for every x′ ∈ π−1(y) and ε > 0, we have that
x′ + εx̄ /∈ P . Let ȳ = π(x̄). Suppose that ε > 0 and that x ∈ Rm is such that
π(x) = y + εȳ. Then x − εx̄ ∈ π−1(y), so x = x − εx̄ + εx̄ /∈ P . In other words,
y + εȳ /∈ π(P ), proving the claim. �

Let D(λ) ⊂ Rr be the image of GTλ under the map wt : Xr → Rr. Note that
for β ∈ D(λ), we have GTλβ = wt−1(β) ∩GTλ. It is well-known that GTλβ 6= ∅ if
and only if β E λ [39]. For, if β E λ, then Kλβ > 0, so GTλβ contains an integral
point. Conversely, if GTλβ 6= ∅, then some integral multiple nGTλβ = GTnλ,nβ
contains an integral point. Hence, Knλ,nβ 6= 0, which, since Kostka coefficients
satisfy the saturation property (see the remarks following Conjecture 3.8), implies
that β E λ. This establishes the following lemma:

Lemma 5.5. Suppose that λ ∈ Zr is a partition. Then D(λ) = {β ∈ Rr : β E λ}.
Consequently, if β C λ, then β ∈ int(D(λ)).

Putting together the preceding results, we are now ready to prove Theorem
5.1.
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Proof of Theorem 5.1. From Lemmas 5.5 and 5.4, we have that

β ∈ int(D(λ)) ⊂ wt(int(GTλ)).

Hence,
GTλβ ∩ int(GTλ) = wt−1(β) ∩ int(GTλ) 6= ∅.

Choose x ∈ GTλβ ∩ int(GTλ). By part (1) of Theorem 5.3, x has the interior tiling
Tλ, so, by part (2) of Theorem 5.3,

degKλβ(n) = dimGTλβ = dimGT (x)

=
(
r − 1

2

)
−

m∑
p=1

(
vp
2

)
,

as claimed. �



APPENDIX A

The minimum quasi-period of the Ehrhart
quasi-polynomial of a rational polytope

A.1. Introduction

Recall that an integral (respectively, rational) polytope is a polytope whose
vertices have integral (respectively, rational) coordinates. Given a rational polytope
P ⊂ Rd, the denominator of P is

D(P ) = min{n ∈ Z>0 : nP is an integral polytope}.
Ehrhart proved [19] that, if P ⊂ Rd is a rational polytope, then there is a

quasi-polynomial function iP : Z 7→ Z with quasi-period D(P ) such that, for n ≥ 0,

iP (n) = |nP ∩ Zd|.
This means that there exist polynomial functions f1, . . . , fD(P ) such that iP (n) =
fj(n) for n ≡ j mod D(P ). In particular, if P is integral, then D(P ) = 1, so iP is
a polynomial function. We call iP the Ehrhart quasi-polynomial of P .

We know that D(P ) is a quasi-period of the Ehrhart quasi-polynomial of P ,
but what is the minimum quasi-period? Of course, it must divide D(P ), and it very
often equals D(P ). Though this is not always the case, very few counterexamples
were previously known. R. P. Stanley provided an example of a polytope P with
denominator D(P ) = 2 where the minimum period is 1, that is, where the Ehrhart
quasi-polynomial is actually a polynomial [63, Example 4.6.27]. Stanley’s example
is the 3-dimensional pyramid P with vertices (0, 0, 0)t, (1, 0, 0)t, (0, 1, 0)t, (1, 1, 0)t,
and (1/2, 0, 1/2)t. In this case, iP (n) =

(
n+3

3

)
.

We say that quasi-period collapse occurs when the minimum quasi-period is
strictly less than the denominator of the polytope. We say that P has full quasi-
period if the minimum quasi-period equals the denominator of the polytope. Stan-
ley’s example raises some natural questions. In what dimensions can quasi-period
collapse occur? Can quasi-period collapse occur for P such that D(P ) > 2? What
values may the minimum quasi-period be when it is not D(P )? All of these ques-
tions are answered in the next section.

In Section A.2, we provide (Theorem A.2) an infinite class of 2-dimensional
triangles such that, for any D, there is a triangle P in this class with denominator
D, but such that iP (n) is actually a polynomial. In fact, for any d ≥ 2 and for
any D and s with s|D, there is a d-dimensional polytope with denominator D but
with minimum period s. Such quasi-period collapse cannot occur in dimension 1,
however: rational 1-dimensional polytopes always have full quasi-period (Theorem
A.1). We use the method of proof in Theorem A.2 to motivate two conjectures on
when the Ehrhart quasi-polynomial of a polytope is a polynomial (Conjecture A.4)
when two polytopes have the same Ehrhart quasi-polynomial (Conjecture A.6).
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Figure A.1. The first three dilations of P when D = 3

A.2. Example of quasi-period collapse

First, we prove that period collapse cannot happen in dimension 1.

Theorem A.1. The quasi-polynomials of rational 1-dimensional polytopes al-
ways have full period.

Proof. In this case, P is simply a segment [pq ,
r
s ] (where the integers p, q, r, and

s are chosen so that the fractions are fully reduced). Write D = D(P ) = lcm(s, q).
On the one hand, we clearly have that

(A.1) iP (n) =
⌊
n
r

s

⌋
−
⌈
n
p

q

⌉
+ 1.

On the other hand, there exist D polynomials f1(n), . . . , fD(n) such that iP (n) =
fj(n), for n ≡ j mod D. The claim is that iP has period D. To show this, it suffices
to show that the constant term of fj(n) is 1 if and only if j = D.

Since P is one-dimensional, we have that, for each j ∈ {1, 2, . . . ,D}, the poly-
nomial fj(n) is linear, and therefore it is determined by its values at n = j and
n = j +D. Interpolating using (A.1) yields

fj(n) =
(
r

s
− p

q

)
n+ 1−

(⌈
j
p

q

⌉
− j p

q

)
−
(
j
r

s
−
⌊
j
r

s

⌋)
.

The constant term is 1 if and only if q and s both divide j, which happens if and
only if j = D. �

While, in dimension 1, nothing (with respect to quasi-period collapse) is pos-
sible, in dimension 2 and higher, anything is possible, as the following theorem
demonstrates.

Theorem A.2. Given d ≥ 2, and given D and s such that s|D, there exists
a d-dimensional polytope with denominator D whose Ehrhart quasi-polynomial has
minimum period s.

Proof. We first prove the theorem in the case where d = 2 and s = 1; that is,
we exhibit a polygon with denominator D for which iP (n) is actually a polynomial
in n. Given D ≥ 2, let P be the triangle with vertices (0, 0)t, (1, D−1

D )t, and (D, 0)t

(see Figure A.1). We will prove that iP (n) is a polynomial. Our method is to
divide the triangle into two pieces and then to glue a unimodular image of one of
the pieces to the other so as to form an integral triangle.
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L R

Figure A.2. Dissecting P into two right triangles.

U(L)

R

Figure A.3. Acting on L by the unimodular transformation U .

Q

R

Figure A.4. Translating U(L) to form the integral triangle Q.
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Divide P into two right triangles by the line x = 1 (see Figure A.2). Let L be
the “one-third-open” right triangle strictly to the left of the line, and let R be the
closed right triangle to the right. Thus we have

L = conv{(0, 0)t, (1, 0)t, (1, D−1
D )t} \ [(1, 0)t, (1, D−1

D )t]

R = conv{(1, 0)t, (D, 0)t, (1, D−1
D )t}

Recall that an affine unimodular map ϕ : R2 → R2 is a map of the form
ϕ(x) = Ax + b, where A ∈ Z2×2 has determinant ±1 and b ∈ Z2. The number
of lattice points in a convex set and its dilations is invariant under the action of
a unimodular map. Let T be the image of L under the linear map U : R2 → R2

defined by

U(x) =
[D − 1 −D
−1 1

]
x.

Then

T = conv{(0, 0)t, (D − 1,−1)t, (0,−1/D)t} \ [(D − 1,−1)t, (0,−1/D)t].

(See Figure A.3.) Now translate T by the vector (1, 1)t. Then the triangle T+(1, 1)t

is the result of applying an affine unimodular map to L. Gluing this triangle to R
produces a partition of the integral triangle

Q = conv{(1, 0)t, (1, 1)t, (D, 0)t}.
(See Figure A.4). Since this triangle is integral, it has a polynomial Ehrhart quasi-
polynomial. Indeed, it is easy to compute that

iQ(n) =
D − 1

2
n2 +

D + 1
2

n+ 1.

Moreover, since only unimodular actions were performed, this final triangle has the
same Ehrhart quasi-polynomial as the original; that is,

iP (n) =
D − 1

2
n2 +

D + 1
2

n+ 1.

Now suppose d = 2 and s is any divisor of D. Let P ′ be the pentagon with
vertices (0, 0)t, (1, D−1

D )t, (D, 0), (D,− 1
s )t, and (0,− 1

s )t. If P is the triangle defined
as before, then nP ′ \ nP contains

⌊
n
s

⌋ · (Dn+ 1) lattice points, and so

iP ′(n) = iP (n) +
⌊n
s

⌋
· (Dn+ 1),

which has minimum period s.
Now suppose d is greater than 2. Let P ′ be the pentagon defined as before,

and let P ′′ = P ′ × [0, 1]d−2, a polytope of dimension d. Then

iP ′′(n) = (n+ 1)d−2iP ′(n),

which also has minimum period s. �

A.3. Conjectures

In the preceding proof, we showed that a nonintegral polygon had a polynomial
Ehrhart function because it was, in some sense, a disguised integral polygon—
it was an integral polygon up to rearrangement and unimodular transformation
of its pieces. We conjecture that all polytopes with polynomial Ehrhart quasi-
polynomials are “disguised” integral polytopes in this sense. To make this precise,
let G = Zd o Aut(Zd) be the group of affine unimodular transformation on Rd.
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Definition A.3. We say that two polytopes P and Q are G-equidecomposable if
there exist simplices T1, . . . , Tr and affine unimodular transformations U1, . . . , Ur ∈
G such that

r∐
j=1

intTj = P and
r∐
j=1

intUj(Tj) = Q.

(Here,
∐

indicates disjoint union and intTj is the relative interior of Tj .)

Conjecture A.4. Suppose that P is a rational polytope and that iP (n) is a
polynomial function of n. Then there exists an integral polytope Q such that P and
Q are G-equidecomposable.

One way to disprove this conjecture would be to exhibit an Ehrhart polynomial
that is not the Ehrhart polynomial of any integral polytope. Haase and Schicho
have characterized all Ehrhart polynomials of integral polygons [26]. Therefore, a
partial result towards confirming Conjecture A.4 would be to show that the char-
acterization of Haase and Schicho includes the Ehrhart polynomials of all rational
polygons.

Another phenomenon that appeared in the proof of Theorem A.2 was the equal-
ity of the Ehrhart quasi-polynomials of two distinct polytopes.

Definition A.5. We say that two rational polytopes P and Q are Ehrhart
equivalent if and only if their Ehrhart quasi-polynomials are equal: iP (n) = iQ(n).

We also conjecture that this equality only happens when, as in the proof of
Theorem A.2, the two polytopes are G-equidecomposable. If all Ehrhart polynomi-
als are the Ehrhart polynomials of integral polytopes, then this conjecture implies
Conjecture A.4:

Conjecture A.6. Two rational polytopes are Ehrhart equivalent if and only
if they are G-equidecomposable.

I. Bárány and J. Kantor have studied integral polytopes with equal universal
counting functions, a stronger condition that the Ehrhart equivalence defined above
[2]. The universal counting function UP of an integral polytope maps each lattice
L containing Zd to the number of points of L contained in P . Thus we have that
iP (n) = UP ( 1

nZd). Bárány and Kantor give necessary conditions for two integral
polytopes having the same universal counting function, and they give necessary and
sufficient conditions in the case of d = 2. They ask whether an analogue of Conjec-
ture A.6 holds for integral polytopes with the same universal counting functions.
In this setting, the rearrangement of pieces equivalent up to unimodular transfor-
mation is replaced by the rearrangement of pieces equivalent up to translation and
reflection through the origin.
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