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Abstract. We study nonlinear stability of pulled fronts in scalar parabolic equations on the4
real line of arbitrary order, under conceptual assumptions on existence and spectral stability of5
fronts. In this general setting, we establish sharp algebraic decay rates and temporal asymptotics of6
perturbations to the front. Some of these results are known for the specific example of the Fisher-KPP7
equation, and our results can thus be viewed as establishing universality of some aspects of this8
simple model. We also give a precise description of how the spatial localization of perturbations to9
the front affects the temporal decay rate, across the full range of localizations for which asymptotic10
stability holds. Technically, our approach is based on a detailed study of the resolvent operator for11
the linearized problem, through which we obtain sharp linear time decay estimates that allow for a12
direct nonlinear analysis.13

1. Introduction.14

1.1. Background and main results. The formation of structure in spatially15
extended systems is often mediated by an invasion process, in which a pointwise stable16
state spreads into a pointwise unstable state. The Fisher-KPP equation17

(1.1) ut = uxx + u− u218

is a fundamental model for invasion processes, and much is known about invasion19
fronts in the Fisher-KPP equation. For all speeds c ≥ 2, this equation has monotone20
traveling fronts u(x, t) = qc(x− ct) connecting the stable state 1 to the unstable state21
0. The front with the minimum of these speeds, c = 2, which we call the critical22
front, is distinguished for several reasons. Using comparison principles [29, 18, 30, 1]23
or probabilistic methods relying on the relationship between the Fisher-KPP equation24
and branched Brownian motion [3, 4], one may show that compactly supported initial25
conditions to (1.1) spread with asymptotic speed 2. On the other hand, from the point26
of view of local stability, studying the critical front poses the greatest challenge. The27
stability of the supercritical fronts, with c > 2, was first established by Sattinger [40],28
using exponential weights to move the essential spectrum to the left half plane. This29
is not possible for the critical front, due to the presence of absolute spectrum [37] at30
the origin for the linearization about the front – with the optimal choice of weight,31
the essential spectrum is marginally stable, touching the imaginary axis at the origin.32

Stability of the critical front in (1.1) was established by Kirchgässner [28] and33
later refined using energy methods [6], renormalization group theory [5, 14], and34
most recently pointwise semigroup methods [8]. While some of these papers consider35
equations of a more general form than (1.1), all are concerned with only second order,36
scalar (but possibly complex-valued) parabolic equations. From the point of view of37
time decay rates, the sharpest of these results is [14], in which Gallay showed that38
sufficiently localization perturbations of the critical Fisher-KPP front decay with39
algebraic rate t−3/2 and obtained a description of the leading order asymptotics of40
the solution for large time. The t−3/2 decay rate was recently reobtained by Faye and41
Holzer [8] using more direct pointwise semigroup methods, but without an asymptotic42
description of the solution.43

Here we study more general classes of equations. The main contributions of this44
paper are as follows:45
(i) We demonstrate that sharp nonlinear stability results on critical fronts depend46

only on conceptual assumptions on the existence and spectral stability of fronts,47
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and not on the precise form of the equation considered. For instance, our results48
apply to equations without maximum principles.49

(ii) We develop a new approach to the stability of critical fronts based on detailed50
estimates of the resolvent operator of the linearization near the branch point in51
the dispersion relation, which allow us to integrate along the essential spectrum52
when constructing the semigroup generated by the linearization.53

(iii) We explore precisely how the spatial localization of perturbations to a critical54
front determines the algebraic time decay rate.55

With a view towards pattern-forming systems which lack comparison principles in56
mind, we consider semilinear parabolic equations on the real line of arbitrary order of57
the form58

ut = P(∂x)u+ f(u), u = u(x, t) ∈ R, t > 0, x ∈ R,(1.2)5960

where f is smooth, and P is a polynomial of the form61

(1.3) P(ν) =
2m∑
k=0

pkν
k, (−1)mp2m < 0, p0 = 0.62

Hence P(∂x) is an elliptic operator of order 2m. A key example is the fourth order63
extended Fisher-KPP equation, which can be derived as an amplitude equation near64
certain co-dimension 2 bifurcations in reaction-diffusion systems [36]. Sixth order65
equations arise in the context of Rayleigh instabilities in fluid mechanics [42, Section66
3.3] as well as in the phase field crystal model for elasticity and phase transitions67
[7, 13]. See the remarks in Section 1.2 on applicability of our methods to more general68
equations, and see Section 8 for a discussion of several models to which our results69
directly apply.70

We assume f is smooth, with f(0) = f(1) = 0, f ′(0) > 0, and f ′(1) < 0. We are71
interested in invasion fronts connecting u ≡ 1 to u ≡ 0, and so we begin by discussing72
stability properties of these rest states for the full PDE (1.2) in a co-moving frame73
with speed c. The linearization about u ≡ 0 is then74

ut = P(∂x)u+ cux + f ′(0)u.(1.4)7576

The L2-spectrum of the constant-coefficient operator P(∂x) + c∂x + f ′(0) is given, via77
the Fourier transform, by78

Σ+ = {λ ∈ C : d+
c (λ, ik) = 0 for some k ∈ R}.(1.5)7980

where d+
c is the dispersion relation81

d+
c (λ, ν) = P(ν) + cν + f ′(0)− λ.(1.6)8283

A crucial feature of the Fisher-KPP front which we wish to retain is that the critical84
Fisher-KPP front is pulled: it travels with the linear spreading speed, i.e. the speed c85
which marks the transition from pointwise growth to pointwise decay of compactly86
supported initial conditions to (1.4). Often these growth transitions are assumed to be87
captured by the presence of pinched double roots of the dispersion relation. We assume88
in the following hypothesis that there is a critical speed for which our dispersion89
relation has a simple pinched double root at λ = 0, ν = −η∗, which guarantees that90
this speed marks a transition from pointwise growth to pointwise decay. See [21] for91
a thorough description of linear spreading speeds and their relationship to pinched92
double roots.93
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Hypothesis 1 (Invasion at linear spreading speed). We assume there exists a94
speed c∗ and an exponential rate η∗ > 0 such that95
(i) (Simple pinched double root) For ν, λ near 0, we have96

d+
c∗(λ, ν − η∗) = αν2 − λ+ O(ν3)(1.7)9798

with α > 0.99
(ii) (Minimal critical spectrum) If d+

c∗(iκ, ik − η∗) = 0 for some k, κ ∈ R, then100
k = κ = 0.101

(iii) (No unstable essential spectrum) d+
c∗(λ, ik−η∗) 6= 0 for any k ∈ R and any λ ∈ C102

with Re λ > 0.103

We refer to c∗ as the linear spreading speed, and from now on we fix c = c∗ and104
write d+

c∗ = d+. One expects that the dynamics of pulled fronts are governed by the105
linearization at u ≡ 0, so we assume that the spectrum of the left rest state u ≡ 1 is106
stable in a strong sense, so that it does not interfere with the behavior on the right.107
The spectrum of the linearization about u ≡ 1, in the co-moving frame with speed c∗,108
is given by109

Σ− = {λ ∈ C : d−(λ, ik) = 0 for some k ∈ R},(1.8)110111

where d− is the left dispersion relation112

d−(λ, ν) = P(ν) + c∗ν + f ′(1)− λ.(1.9)113114

Hypothesis 2 (Stability on the left). We assume that Re (Σ−) < 0.115

Front solutions u(x, t) = q(x− c∗t) traveling with the linear spreading speed solve116
the traveling wave equation117

0 = P(∂ξ)q + c∗∂ξq + f(q),(1.10)118119

where ξ = x− ct.120

Hypothesis 3 (Existence of a critical front). We assume that (1.10) has a121
bounded solution q∗ with q∗(ξ)→ 0 as ξ →∞ and q∗(ξ)→ 1 as ξ → −∞, which we122
refer to as a critical front.123

The critical front q∗ is an equilibrium solution to (1.2) in a co-moving frame with124
speed c∗. Perturbations v = u− q∗ to a critical front q∗ solve125

vt = Av + f(q∗ + v)− f(q∗)− f ′(q∗)v,(1.11)126127

where A : H2m(R) ⊆ L2(R)→ L2(R) is the linearization about the front,128

A = P(∂x) + c∂x + f ′(q∗)(1.12)129130

The assumption f ′(0) > 0 implies that the spectrum of A in L2 is unstable, but131
Hypothesis 1 guarantees that the essential spectrum of L = ωAω−1 is marginally132
stable, where ω is a smooth positive weight function satisfying133

ω(x) =
{
eη∗x, x ≥ 1,
1, x ≤ −1;

(1.13)134
135

see Section 1.2 for details. In the Fisher-KPP equation, one has weak exponential136
decay of the critical front, q∗(x) ∼ xe−η∗x, and thus the derivative of the front does137
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not give rise to a bounded solution to Lu = 0. We refer to the potential existence of138
such an L∞-eigenfunction as a resonance at λ = 0. The lack of a resonance at λ = 0139
for the Fisher-KPP linearization has been identified as an explanation for the faster140
t−3/2 decay rate compared to the diffusive decay rate t−1/2 [38]. Our analysis makes141
this observation precise, relying explicitly on the lack of a resonance at λ = 0.142

Hypothesis 4 (No resonance or unstable point spectrum). We assume that143
L : H2m(R) ⊆ L2(R) → L2(R) has no eigenvalues with Re λ ≥ 0. We additionally144
make the stronger assumption that there is no bounded pointwise solution to Lu = 0.145

We introduce algebraic weights to manage further subtleties in the localization146
of perturbations. For r± ∈ R, we define a smooth positive weight function ρr−,r+147
satisfying148

ρr−,r+(x) =
{
〈x〉r+ , x ≥ 1,
〈x〉r− , x ≤ −1,

(1.14)149
150

where 〈x〉 = (1 + x2)1/2. Using these weights, we define algebraically weighted Sobolev151
spaces Hk

r−,r+
(R) through the norms152

‖g‖Hkr−,r+
= ‖ρr−,r+g‖Hk .(1.15)153

154

For k = 0, we write H0
r−,r+

(R) = L2
r−,r+

(R). If r− = 0, r+ = r, we write ρr = ρ0,r155

and denote the corresponding function space by Hk
r (R).156

We are now ready to state our main results. First, we show that the sharp decay157
rate t−3/2 for sufficiently localized perturbations obtained by Gallay [14] and Faye and158
Holzer [8] for the Fisher-KPP equation is valid in this general setting. Even in the159
Fisher-KPP setting, our result refines that of [8] in the sense that Faye and Holzer160
require some exponential localization of perturbations on the left as well as on the161
right, which we show is not necessary.162

Theorem 1 (Stability with sharp decay rate). Assume Hypotheses 1 through 4163
hold, and fix r > 3/2. There exist constants ε > 0 and C > 0 such that if ‖ωv0‖H1

r
< ε,164

then165

‖ω(·)v(·, t)‖H1
−r
≤ C

(1 + t)3/2 ‖ωv0‖H1
r
,(1.16)166

167

where v is the solution to (1.11) with initial data v0.168

Remark 1. Roughly speaking, in terms of spatial localization, we require that the169
initial data ωv0 decays faster than x−2 near x =∞, and we must measure the solution170
ωv(·, t) in a norm that controls algebraic growth with rate x. The choice of spaces171
H1
r (R) for the initial data and H1

−r(R) for measuring the solution for r > 3
2 captures172

this while keeping the additional notation to a minimum.173

Next, for more strongly localized data, we obtain an asymptotic description of174
the solution profile for large times, recovering Gallay’s result [14] for the Fisher-KPP175
equation based on renormalization group theory.176

Theorem 2 (Stability with asymptotics). Assume Hypotheses 1 through 4 hold,177
and let ψ ∈ H2m

s (R), s < − 3
2 , be the (unique up to a constant multiple) solution to178

Lψ = 0 which is linearly growing at +∞ and exponentially localized on the left. For179
any fixed r > 5

2 , there exist constants ε > 0 and C > 0 such that if ‖ωv0‖H1
r
< ε, then180
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there is a real number α∗ = α∗(ωv0), depending smoothly on ωv0 in H1
r (R) such that181

for t > 1,182

‖ω(·)v(·, t)− α∗t−3/2ψ(·)‖H1
−r
≤ C

(1 + t)2 ‖ωv0‖H1
r
,183

184

where v is the solution to (1.11) with initial data v0.185

Our methods are based on studying the regularity of the resolvent (L − λ)−1186
in γ =

√
λ, with a suitable branch cut. In the setting of Theorem 1, we show that187

the resolvent is Lipschitz in γ near the origin in an appropriate sense. With more188
localization, we expand the resolvent to higher order, which allows us to identify the189
leading order asymptotics of the semigroup eLt used to prove Theorem 2. At lower190
levels of localization, the resolvent loses Lipschitz continuity but first retains some191
Hölder continuity. As we allow for even less localized perturbations, the resolvent192
blows up near the origin, but with a quantifiable rate. In these respective settings,193
we obtain the following two theorems, giving a precise description of the relationship194
between spatial localization of their perturbations and their algebraic decay rates,195
which appears to be new even in the setting of the Fisher-KPP equation.196

Theorem 3 (Stability – moderate localization). Assume Hypotheses 1 through 4197
hold. Fix 1

2 < r < 3
2 and s < r − 2. For any 0 < α < r − 3

2 + min
(
1,− 1

2 − s
)
, there198

exist positive constants C and ε such that if ‖ωv0‖H1
r
< ε, then199

‖ω(·)v(·, t)‖H1
s
≤ C

(1 + t)1+α
2
‖ωv0‖H1

r
.(1.17)200

201

Theorem 4 (Stability – minimal localization). Assume Hypotheses 1 through202
4 hold. Fix − 3

2 < r < 1/2 and s < r − 2. For any 1
2 − r < β < −s − 3

2 , there exist203
positive constants C and ε such that if ‖ωv0‖H1

r
< ε, then204

‖ω(·)v(·, t)‖H1
s
≤ C

(1 + t)1− β2
‖ωv0‖H1

r
.(1.18)205

206

Note, choosing r & − 3
2 and s . − 7

2 , the optimal choice for β is β . 2, thereby207
giving arbitrarily slow algebraic decay. For the remainder of the paper, we assume208
Hypothesis 1 through 4 hold.209

Remark 2. Estimates on the blowup of the resolvent near the essential spectrum210
have also been used to quantify temporal decay rates in terms of algebraic localization211
in [23, 24, 25]. However, in all of those cases, the essential spectrum can be pushed212
strictly into the left half plane with an exponential weight, while this is not possible213
here due to Hypothesis 1. In the framework of invasion fronts, such a setting typically214
corresponds to supercritical fronts which travel with speeds c > c∗. For critical fronts,215
we must estimate the resolvent near the edge of the absolute spectrum and thereby216
unfold the branch point in the dispersion relation. Our methods towards obtaining217
resolvent estimates are in fact quite different from the pointwise resolvent estimates in218
these references. We also note that due to this difference, in [23, 24, 25] the authors219
obtain arbitrarily fast algebraic decay for appropriate spatial localization, while here220
Theorem 2 establishes that t−3/2 is the optimal decay rate.221

1.2. Preliminaries, notation, and remarks.222
General exponential weights. In our analysis of the resolvent, we will use expo-223
nential weights on the right to move the essential spectrum of L in order to regain224
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Fig. 1. Left: the two possibilities for the location of the spatial eigenvalues ν of the asymptotic
system at +∞ for λ = 0, according to Hypothesis 1. The red square around the spatial eigenvalue at
ν = −η∗ indicates the presence of a Jordan block there. Right: Fredholm borders of L associated to
+∞ (red) and −∞ (magenta); the inset shows the image of a neighborhood of the origin under the
map γ =

√
λ.

Fredholm properties at the origin. Given η ∈ R, we let ωη be a smooth positive weight225
function satisfying226

ωη(x) =
{
eηx, x ≥ 1,
1, x ≤ −1.

(1.19)227
228

Given a non-negative integer k, we define the exponentially weighted Sobolev space229
Hk

exp,η(R) through the norm230

||g||Hkexp,η
= ||ωηg||Hk .(1.20)231232

If k = 0, we write H0
exp,η(R) = L2

exp,η(R).233
Spectrum of the linearization. We say λ ∈ C is in the essential spectrum of234
an operator B if B − λ is not an index zero Fredholm operator. The assumptions235
that f ′(0) > 0 and f ′(1) < 0 imply that the critical front q∗ converges to its limits236
exponentially quickly, so the coefficients of A attain limits exponentially quickly as237
x → ±∞. By Palmer’s theorem [32, 33], the essential spectrum of A is determined238
by the asymptotic dispersion relations. The dispersion curves Σ±, given in (1.7) and239
(1.8), are the Fredholm borders of A: A− λ is Fredholm if and only if λ /∈ Σ+ ∪ Σ−.240
Due to well-posedness of the underlying PDE, this implies that A − λ is Fredholm241
index zero if λ is to the right of Σ+ ∪Σ−, and hence the dispersion curves give a sharp242
upper estimate of the location of the essential spectrum.243

Locating the essential spectrum in an exponentially weighted space with weight244
ωη is equivalent to studying the spectrum of the conjugate operator ωηAω−1

η in L2,245
since multiplication by ωη is an isomorphism from L2

exp,η(R) to L2(R). Operators246
of this form still have exponentially asymptotic coefficients, but conjugation by the247
weight changes the limits at ±∞ and hence moves the essential spectrum. Using the248
exponential weight ω = ωη∗ defined in (1.13), the limiting operators at ±∞ are249

L+ = P(∂x − η∗) + c∗(∂x − η∗) + f ′(0),(1.21)250

L− = P(∂x) + c∗∂x + f ′(1).(1.22)251252
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One finds that the right dispersion curve for L = ωAω−1 is253

Σ+
η∗ = {λ ∈ C : d±c∗(λ, ν) = 0 for some ν ∈ C with Re ν = −η∗}.(1.23)254255

Hypothesis 1 then guarantees that this choice of η∗ pushes the essential spectrum256
as far left as possible (due to the presence of absolute spectrum [37] at the origin),257
and that with this choice of weight, the spectrum of L touches the imaginary axis258
at the origin and nowhere else. See the right panel of Figure 1 for a depiction of the259
Fredholm borders of L, and see [12, 26] for further details on the essential spectrum of260
operators of this type.261
Spatial eigenvalues and asymptotics of the front. When one writes the traveling262
wave equation (1.10) as a first order system with coordinates Q = (q, q′, ..., q(2m−1)) and263
linearizes about the equilibrium Q = 0, obtaining an equation Q′ = AQ, Hypothesis 1264
implies that the matrix A has a Jordan block of length two at ν = −η∗ [21]. If there265
are no slower-decaying stable eigenvalues, that is, if266

−η∗ = max{Re ν : ν ∈ σ(A) with Re ν < 0},(1.24)267268

then, counting the dimensions of stable and unstable manifolds, one expects that269
the critical front q∗, solving (1.10) with c = c∗, is locally unique up to translation270
invariance, and that it inherits the decay rate from the Jordan block, that is271

q∗(x) ∼ xe−η∗x, x→∞.(1.25)272273

This is the situation pictured in the top left panel of Figure 1. Since we are assuming274
L has no resonances, (1.25) must hold in this case, since otherwise we would have275
|q′∗(x)| ≤ Ce−η∗x for x large, which would imply that L has a resonance at λ = 0.276

On the other hand, if A has another eigenvalue ν with −η∗ < Re ν < 0, as pictured277
in the bottom left panel of Figure 1, then one expects that fronts with speed c∗ come278
in a two-parameter family, with one parameter arising from translation invariance.279
Typically these fronts decay exponentially as x→∞ but with a rate slower than −η∗.280
In this case, our results apply to any of these fronts in this two-parameter family.281
Exponential expansions and uniqueness of the front. Solutions to the equation282
Lu = 0 have exponential expansions, in the sense that solutions which are at most283
linearly growing at infinity have the form284

u(x) = χ+(x)(µ0 + µ1x) + w(x),285286

where χ+ is a smooth positive cutoff function satisfying287

χ+(x) =
{

0, x ≤ 2
1, x ≥ 3,

(1.26)288
289

and w is exponentially localized. This decomposition follows from the presence of a290
Jordan block at the origin when writing L+u = 0 as a first-order system, with the291
rest of the eigenvalues away from the imaginary axis. From this characterization, we292
conclude that there is a unique solution to Lu = 0 which is linearly growing at +∞,293
up to a constant multiple: otherwise, a linear combination of two distinct solutions294
would give rise to a resonance at λ = 0. This justifies the claim of uniqueness of ψ in295
the statement of Theorem 2.296

Furthermore, if (1.24) holds, then ωq′∗ is linearly growing at ∞, by (1.25). Since297
L(ωq′∗) = 0 by translation invariance of (1.2), we conclude that in this case we have298
ψ = ωη∗q

′
∗ (fixing the constant multiple appropriately).299
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Threshold for asymptotic stability. We note that Theorem 4 is sharp in the sense300
that asymptotic stability is no longer true for initial data in H1

r (R) with r < − 3
2 , and301

accordingly the algebraic decay rate in Theorem 4 goes to zero as r → −3
2

+. On the302
linear level, this can be seen from the fact that ψ ∈ H1

r (R) for r < − 3
2 , and e

Ltψ = ψ303
since Lψ = 0. On the nonlinear level, if (1.24) holds, then using the asymptotics304
(1.25), one sees that using a small shift of the critical front as an initial condition305
is a perturbation which is small in H1

r (R) for r < − 3
2 . The shifted front is still an306

equilibrium solution, so asymptotic stability does not hold for the nonlinear equation.307
More general equations. Since we already control all derivatives up to order 2m−1308
in our linear decay estimates in Proposition 4.1, our results readily extend to the general309
semilinear case, where f = f(u, ux, ..., ∂2m−1

x u). With mostly editorial modifications,310
our methods should also apply to systems of semilinear parabolic equations. We focus311
on the scalar case with f = f(u) here for clarity of presentation.312
Additional notation. For two Banach spaces X and Y , we let B(X,Y ) denote the313
space of bounded linear operators from X to Y , with the operator norm topology. For314
δ > 0, we let B(0, δ) denote the ball centered at the origin in C with radius δ.315
Outline. The remainder of the paper is organized as follows. We first focus on the316
necessary ingredients for the proofs of Theorems 1 and 2, to clearly demonstrate317
our approach for analyzing the resolvent. We start by analyzing the resolvent of the318
limiting operator (L+ − γ2)−1 in Section 2, by obtaining pointwise estimates on the319
integral kernel for this resolvent. In Section 3, we then transfer our estimates to the320
full resolvent (L − γ2)−1, by decomposing our data and solution into left, right, and321
center pieces, solving the left and right pieces with the asymptotic operators, and322
using a far-field/core decomposition as developed in [34] to solve the center piece.323

In Section 4, we construct the semigroup eLt via a contour integral, and use our324
resolvent estimates to obtain sharp decay rates and an asymptotic expansion for large325
time for this semigroup through a careful choice of the integration contour. With326
these linear decay estimates in hand, we establish nonlinear stability in Section 5 via327
a direct argument, proving Theorem 1 – the principle challenge in this problem is in328
obtaining optimal linear estimates, rather than handling the nonlinearity. In Section 6,329
we again use a direct argument to transfer large time asymptotics for the semigroup330
eLt to asymptotics for the solution for the nonlinear equation, proving Theorem 2.331
In Section 7, we describe the modifications necessary to handle less localized initial332
conditions, proving Theorems 3 and 4. We conclude in Section 8 by giving examples333
of systems to which our results apply and discussing some subtleties surrounding our334
assumptions.335
Acknowledgements. This material is based upon work supported by the National336
Science Foundation through the Graduate Research Fellowship Program under Grant337
No. 00074041, as well as through NSF-DMS-1907391. Any opinions, findings, and338
conclusions or recommendations expressed in this material are those of the authors339
and do not necessarily reflect the views of the National Science Foundation.340

2. Resolvents for asymptotic operators. In this section, we establish regu-341
larity properties in λ for the resolvents (L±−λ)−1 of the limiting operators. Since the342
dispersion relation has a degree 2 branch point at the origin, roots of the dispersion343
relation are therefore analytic functions of γ =

√
λ near γ = 0, and so we study344

regularity in γ near this branch point. We choose the branch cut along the negative345
real axis, so that Re γ > 0. We let R+(γ) = (L+ − γ2)−1. The key result of this346
section is the following proposition, which gives expansions for R+(γ) to finite order347
in γ, depending on the amount of algebraic localization required, when restricting to348
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odd functions.349

Proposition 2.1. Let r > 3/2. There is a limiting operator R+
0 , which is a350

bounded operator from L2
s,s(R) to H2m−1

−r,−r(R) for any s > 1
2 , and a constant C > 0351

such that for any odd function g ∈ L2
r,r(R), we have352

‖(R+(γ)−R+
0 )g‖H2m−1

−r,−r
≤ C|γ|‖g‖L2

r,r
(2.1)353

354

for all γ sufficiently small with γ2 to the right of Σ+
η∗ .355

If r > 5/2, then in addition there is an operator R+
1 : L2

r,r(R)→ H2m−1
−r,−r(R) and a356

constant C > 0 such that for any odd function g ∈ L2
r,r(R), we have357

‖(R+(γ)−R+
0 − γR

+
1 )g‖H2m−1

−r,−r
≤ C|γ|2‖g‖L2

r,r
(2.2)358

359

for all γ sufficiently small with γ2 to the right of Σ+
η∗ .360

To prove this, we construct the Green’s function for the resolvent equation via a361
reformulation as a first order system. Hypothesis 1 will guarantee that the dynamics in362
this system are to leading order the same as for the system corresponding to the heat363
equation on the real line. Restricting to odd initial data then improves the regularity364
of the resolvent by introducing effective absorption into the system. Since the equation365
(L+ − γ2)u = g has constant coefficients, the solution operator is given by convolution366
with a Green’s function G+

γ , which solves367

(L+ − γ2)G+
γ = −δ0,(2.3)368369

where δ0 is the Dirac delta distribution supported at the origin. We now write L+ as370

L+ =
2m∑
k=2

bk∂
k
x .(2.4)371

372

As in [21], we recast (L+−γ2)u = g as a first-order system in U = (u, ∂xu, ..., ∂2m−1
x u),373

and find374

∂xU = M(γ)U + F,(2.5)375376

where F = (0, 0, ..., 0, g)T , and M(γ) is a 2m-by-2m matrix377

(2.6) M(γ) =



0 1 0 . . . 0
0 0 1 . . . 0
...

... 0
. . .

...
0 . . . 0 1 0
0 . . . . . . 0 1

γ2/b2m 0 −c2/b2m . . . −c2m−1/b2m


.378

By Palmer’s theorem [12, 26], if γ2 is to the right of the essential spectrum379
Σ+
η∗ , then M(γ) is a hyperbolic matrix, with stable and unstable subspaces Es/u(γ)380

satisfying dimEs(γ) = dimEu(γ). We let P s(γ) and P u(γ) = I − P s(γ) denote the381
corresponding spectral projections onto these subspaces. The matrix Green’s function382
Tγ for this system solves383

(∂x −M(γ))Tγ = −δ0I,(2.7)384385
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where I is the identity matrix of size 2m-by-2m. The matrix Green’s function is given386
by387

Tγ(x) =
{
−eM(γ)xP s(γ), x > 0
eM(γ)xP u(γ), x < 0.

(2.8)388
389

The scalar Green’s function Gγ is recovered from Tγ through390

G+
γ = P1TγQ1b

−1
2m,(2.9)391392

where P1 is the projection onto the first component and Q1 is the embedding into393
the last component, i.e. P1(u1, ..., u2m) = u1 and Q1g = (0, ..., 0, g)T . From these394
formulas, since M(γ) is analytic in γ2, we see that the only obstructions to regularity395
in γ of G+

γ are singularities in the projections P s/u(γ). Such a singularity does occur:396
the structure of M(γ), arising from writing a scalar equation as a first-order system,397
implies that398

det(M(γ)− ν) = d+(γ2, ν − η∗).(2.10)399400

Hence the spatial eigenvalues ν of M(γ) are roots of the dispersion relation, satisfying401

0 = d+(γ2, ν − η∗) = αν2 − γ2 + O(ν3),(2.11)402403

with α > 0. Solving near the origin with the Newton polygon, one finds two solutions404
bifurcating from the origin, given by405

ν±(γ) = ± 1√
α
γ + O(γ2).(2.12)406

407

As γ approaches zero from the right of the essential spectrum, ν± merge to form a408
2-by-2 Jordan block to the eigenvalue zero, necessarily giving rise to a singularity in409
P s/u(γ) [27]. With the Newton polygon, one readily finds that these are the only410
eigenvalues of M(γ) near the origin for γ small.411

We therefore isolate the singularity by splitting the projections as412

P s/u(γ) = P cs/cu(γ) + P ss/uu(γ),(2.13)413414

for γ2 to the right of the essential spectrum, where P cs/cu(γ) are the spectral projections415
onto the one-dimensional eigenspaces associated to ν±(γ), respectively, and P ss/uu(γ)416
are the spectral projections onto the rest of the stable/unstable eigenvalues, respectively.417
Standard spectral perturbation theory [27] implies that P ss/uu(γ) are analytic in γ2418
for γ small. We characterize the singularities of P cs/cu(γ) in the following lemma.419

Lemma 2.2. The projections P cs/cu(γ) have poles of order 1 at γ = 0, with420
expansions421

P cs/cu(γ) = ± 1
γ
P−1 + O(1)(2.14)422

423

near γ = 0. In particular, the poles in these expansions differ only by a sign. Fur-424
thermore, the top right entry of P−1 is nonzero. We denote the remainder term425
by426

P̃ cs/cu(γ) = P cs/cu(γ)∓ 1
γ
P−1.(2.15)427

428
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Proof. Since for γ nonzero ν±(γ) are each algebraically simple eigenvalues ofM(γ),429
we can construct the projections onto their eigenspaces via Lagrange interpolation.430
This approach gives a formula sometimes known as the Frobenius covariant. We order431
the eigenvalues ofM(γ) as (ν1(γ), ν2(γ), ..., ν2m(γ)), repeating eigenvalues according to432
algebraic multiplicity if there are non-trivial Jordan blocks in the strong stable/unstable433
subspaces, with ν1(γ) = ν+(γ) and ν2(γ) = ν−(γ). The center stable projection is434
then given by435

P cs(γ) =
2m∏

k=1,k 6=2

1
ν−(γ)− νk(γ) (M(γ)− νk(γ)I).(2.16)436

437

Repeating the eigenvalues according to algebraic multiplicity guarantees that the right438
hand side annihilates all the other eigenspaces, and one can check that the normalization439
guarantees it gives the spectral projection. Since all the other eigenvalues are bounded440
away from zero for γ small, the only singularity arises from the factor (ν−(γ)−ν+(γ))−1.441
Using the fact that ν−(γ)− ν+(γ) = − 2√

α
γ + O(γ2), we write442

γP cs(γ)
∣∣
γ=0 = −

√
α

2 (M(0)− ν+(0)I)
2m∏
k=3

1
−νk(0)(M(0)− νk(0)I).443

444

Note that this is a polynomial of degree 2m− 1 in M(0). From the form of M(γ) in445
(2.6), one sees that the top right entry of M(0)2m−1 is equal to 1, and the top right446
entry of M(0)k is zero for all k < 2m− 1. Hence the top right entry of γP cs(γ)|γ=0 is447

β := −
√
α

2

2m∏
k=3

(
− 1
νk(0)

)
,(2.17)448

449

which is nonzero. Repeating the argument for450

P cu(γ) =
2m∏
k=2

1
ν+(γ)− νk(γ) (M(γ)− νk(γ)I),451

452

one readily finds γP cu(γ)|γ=0 = −γP cs(γ)|γ=0, completing the proof of the lemma.453

We now use this result to expand the formula (2.9) for G+
γ . For x ≥ 0, we have454

G+
γ (x) = −P1e

M(γ)x(P cs(γ) + P ss(γ))Q1b
−1
2m455

= −b−1
2m
β

γ
eν
−(γ)x − b−1

2me
ν−(γ)xP1P̃

cs(γ)Q1 − b−1
2mP1e

M(γ)xP ss(γ)Q1,456
457

and for x < 0, we have458

G+
γ (x) = −b−1

2m
β

γ
eν

+(γ)x + b−1
2me

ν+(γ)xP1P̃
cu(γ)Q1 + b−1

2mP1e
M(γ)xP uu(γ)Q1.459

460

The leading term is the only term which is singular in γ. Lemma 2.2 guarantees that461
this term has the same coefficient for x ≥ 0 and x < 0. We now show that this term462
can be replaced by (essentially) the resolvent kernel for the heat equation, and that463
the remaining error terms can be controlled as well, so that the behavior is the same464
as for the resolvent in the heat equation. Let465

Gcγ(x) =
{
−b−1

2m
β
γ e

ν−(γ)x, x ≥ 0
−b−1

2m
β
γ e

ν+(γ)x, x < 0,
(2.18)466

467
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and let468

Gheat
γ (x) =

{
−b−1

2m
β
γ e
−ν0γx, x ≥ 0

−b−1
2m

β
γ e

ν0γx, x < 0,
(2.19)469

470

where ν0 = 1√
α
. We separate the resolvent kernel into four pieces471

G+
γ = Gheat

γ + (Gcγ −Gheat
γ ) + G̃cγ +Ghγ ,(2.20)472473

where G̃cγ consists of the remainder term associated to the central spatial eigenvalues474

G̃cγ(x) =
{
−b−1

2me
ν−(γ)xP1P̃

cs(γ)Q1, x ≥ 0
b−1
2me

ν+(γ)xP1P̃
cu(γ)Q1, x < 0,

(2.21)475
476

and Ghγ is the piece associated to the hyperbolic projections,477

Ghγ(x) =
{
−b−1

2mP1e
M(γ)xP ss(γ)Q1, x ≥ 0

b−1
2mP1e

M(γ)xP uu(γ)Q1, x < 0.
(2.22)478

479

This decomposition is natural in terms of γ dependence, since it isolates the480
pieces of G+

γ which have a singularity at γ = 0. However, this decomposition is not481
natural from the point of view of spatial regularity: for γ2 to the right of the essential482
spectrum, the total Green’s function G+

γ belongs to H2m−1(R), but for instance483
Gheat
γ is only in H1(R). In order to prove Proposition 2.1, we will need estimates on484

derivatives of G+
γ up to order 2m − 1. Taking higher derivatives of the individual485

terms in the decomposition (2.20) introduces terms involving the Dirac delta and its486
derivatives, since these terms have only one classical derivative at x = 0. However,487
because G+

γ ∈ H2m−1(R), these distribution-valued terms arising from derivatives488
of Gheat

γ , Gcγ −Gheat
γ , and G̃cγ +Ghγ up to order 2m− 1 must disappear when added489

together. Therefore, when estimating these derivatives, it suffices for our purposes490
to disregard the singular parts, as they give no contribution to the end result in491
Proposition 2.1.492

In light of this, for any function g ∈ H2m−1(R) which is smooth away from x = 0,493
for any integer 1 ≤ k ≤ 2m− 1, we define an operator ∂̃kx returning only the regular494
part of the derivative, which is of course given by the piecewise derivative495

∂̃kxg(x) =
{
∂kxg(x), x > 0,
∂kxg(x), x < 0.

496
497

In order to show that G+
γ behaves like the heat resolvent, we first estimate the498

difference Gcγ−Gheat
γ , showing that the difference is O(γ) and therefore can be absorbed499

into our error term.500

Lemma 2.3. Let δ > 0 be small. There exists a constant C > 0 such that if501
γ2 is to the right of the essential spectrum of L and |γ| ≤ δ, then for any integer502
0 ≤ k ≤ 2m− 1,503

|∂̃kxGcγ(x)− ∂̃kxGheat
γ (x)| ≤ C|γ|〈x〉.(2.23)504505
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Proof. Let x ≥ 0, and first suppose |γ2x| < 2. We write506

|Gcγ(x)−Gheat
γ (x)| =

∣∣∣∣b−1
2mβ

γ

∣∣∣∣ |eν−(γ)x − e−ν0γx| = C

|γ|
|e−ν0γx||e(ν−(γ)+ν0γ)x − 1|.507

508

Since509

ν−(γ) = −ν0γ + O(γ2)510511

we know that512

|ν−(γ)x+ ν0γx| ≤ C|γ2x| ≤ 2C513514

for some constant C > 0. It follows from differentiability of the exponential function515
that516

|e(ν−(γ)+ν0γ)x − 1| ≤ C|(ν−(γ) + ν0γ)x| ≤ C|γ2x|.517518

Also, Re γ ≥ 0 implies e−ν0γx is bounded. Hence we have519

|Gcγ(x)−Gheat
γ (x)| ≤ C|γ|〈x〉,520521

for x > 0 and |γ2x| < 2. Next, we assume |γ2x| ≥ 2. Then, since |ez| ≤ 1 for Re z ≤ 0,522
and Re ν−(γ) ≤ 0 for γ2 to the right of the essential spectrum, we have523

|Gcγ(x)−Gheat
γ (x)| ≤ C

|γ|
|eν
−(γ)x − e−ν0γx| ≤ 2 C

|γ|
≤ C

|γ|
|γ2x| ≤ C|γ|〈x〉.524

525

Hence we have the desired estimate in all cases, for x ≥ 0. The argument for x < 0 is526
completely analogous, as are the estimates on the regular parts of the derivatives.527

To prove the second part of Proposition 2.1, we will also need to control the528
difference between Gcγ − Gheat

γ and the leading order term in γ in this expression.529
Fixing x and expanding formally, one finds530

Gcγ(x)−Gheat
γ (x) = −b−1

2mβγh(x) + O(γ2),(2.24)531532

where533

h(x) =
{
ν−2 x, x ≥ 0,
ν+

2 x, x < 0,
534
535

and where ν±(γ) = ± 1√
α
γ + ν±2 γ

2 + O(γ3). We now show precisely that the O(γ2)536
term in this expression is appropriately controlled in space, and so contributes to the537
error term in (2.2).538

Lemma 2.4. Let δ > 0 be small. There exists a constant C > 0 such that if γ2 is539
to the right of Σ+

η∗ and |γ| ≤ δ, then for any integer 0 ≤ k ≤ 2m− 1,540

|∂̃kx(Gcγ(x)−Gheat
γ (x) + b−1

2mβγh(x))| ≤ C|γ|2〈x〉2.(2.25)541542

Proof. We focus on proving (2.25) for k = 0, since the estimates on the regular543
parts of higher derivatives are similar. We only show the case where x > 0, since x < 0544
is similar. For x > 0, we have545

|Gcγ(x)−Gheat
γ (x) + b−1

2mβγh(x)| = C

∣∣∣∣ 1γ eν−(γ)x − 1
γ
e−ν0γx − ν−2 γx

∣∣∣∣ .546
547

13

This manuscript is for review purposes only.



Since548 ∣∣∣∣ν−2 γx− (ν−(γ) + ν0γ)
γ

x

∣∣∣∣ ≤ C|γ|2|x|,549
550

we may replace ν−2 γ in this expression with (ν−(γ) + ν0γ)/γ and absorb the difference551
into the error term. We let z = γx, and w = (ν−(γ) + ν0γ)x. Note that for γ small,552
|w| ≤ C|γ||z| ≤ C|z|. Hence553

1
|γ|2〈x〉2

∣∣∣∣ 1γ eν−(γ)x − 1
γ
e−ν0γx − (ν−(γ) + ν0γ)

γ
x

∣∣∣∣ ≤ |w||γ| 1
|z|2

∣∣∣∣e−ν0z
(ew − 1)

w
− 1
∣∣∣∣554

≤ C

|z|
∣∣e−ν0z(1 + O(w))− 1

∣∣555

≤ C

|z|
(
|e−ν0z − 1|+ C|w||e−ν0z|

)
556

≤ C557558

for z, w small. The expression is also bounded for z, w large: the only term which559
appears potentially problematic is |e−ν0zew| = |eν−(γ)x|, which is bounded since γ2 is560
to the right of the essential spectrum, so Re ν−(γ) ≤ 0. Hence we obtain (2.25).561

We now estimate the remaining error terms in the decomposition of the Green’s562
function.563

Lemma 2.5. Let r > 3/2. There is a constant C > 0 such that the remainder564
terms in the Green’s function satisfy the estimate565

‖[∂̃kx(G̃cγ +Ghγ − G̃c0 −Gh0 )] ∗ g‖L2
−r,−r

≤ C|γ|‖g‖L2
r,r

(2.26)566
567

for any integer 1 ≤ k ≤ 2m− 1, any g ∈ L2
r(R), and any γ sufficiently small with γ2568

to the right of Σ+
η∗ .569

Furthermore, if r > 5/2, then we can expand to second order in the sense that570
there is a function G̃1 such that571

‖[∂̃kx(G̃cγ +Ghγ − G̃c0 −Gh0 − γG̃1)] ∗ g‖L2
−r,−r

≤ C|γ|2‖g‖L2
r,r

(2.27)572
573

for any integer 1 ≤ k ≤ 2m− 1, any g ∈ L2
r,r(R), and any γ sufficiently small with γ2574

to the right of Σ+
η∗ .575

Proof. We focus on the estimate (2.26) for k = 0, since the estimates on the576
regular parts of the derivatives are analogous. Note that for γ small, Ghγ is analytic577
in γ and is exponentially localized in space, with decay rate independent of γ. It578
follows that γ 7→ Ghγ is analytic from a neighborhood of the origin into L1(R). Young’s579
convolution inequality then implies that convolution with Ghγ is analytic in γ as a580
family of bounded operators on L2(R), and so in particular581

‖(Ghγ −Gh0 ) ∗ g‖L2
−r,−r

≤ ‖(Ghγ −Gh0 ) ∗ g‖L2 ≤ C|γ|‖g‖L2 ≤ C|γ|‖g‖L2
r,r

582

For the other term, we use the fact that for γ small with γ2 to the right of the essential583
spectrum, we have Re ν−(γ) ≤ 0, and so for x > 0584

|eν
−(γ)x − 1| ≤ C|ν−(γ)||x| ≤ C|γ||x|,585586
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and similarly for x < 0587

|eν
+(γ)x − 1| ≤ C|ν+(γ)||x| ≤ C|γ||x|,588589

using the estimate |ez − 1| ≤ C|z| for Re z ≤ 0. This estimate together with the fact590
that the maps γ 7→ P̃ cs/cu(γ) are analytic in γ in a neighborhood of the origin imply591
that592

|G̃cγ(x)− G̃c0(x)| ≤ C|γ||x|.593594

The function space estimate in (2.26) then follows from the Cauchy-Schwarz inequality595
— see the proof of Proposition 2.1 below. The proof of (2.27) is similar, simply requiring596
Taylor expanding the exponential to higher order.597

The behavior of the heat resolvent improves when acting on odd functions g,598
compared to a generic function with the same localization. Restricting to odd functions599
in the resolvent equation (∂xx − γ2)u = g is equivalent to posing the problem on a600
half-line with a homogeneous Dirichlet boundary condition. The improved properties601
of the resolvent in this context have been exploited in [22] to establish expansions602
for resolvents of Schrödinger operators on the half-line. As in [22], we write for a603
sufficiently localized odd function g,604

Gheat
γ ∗ g(x) = −b−1

2mβ

∫ ∞
0

Godd
γ (x, y)g(y) dy,605

606

where607

Godd
γ (x, y) = 1

γ

(
e−ν0γ|x−y| − e−ν0γ|x+y|

)
.(2.28)608

609

We collect the properties of Godd
γ in the following lemma, whose proof follows from610

careful but elementary computation, similar to the proof of Lemma 2.4.611

Lemma 2.6. There exists a constant C > 0 such that for all γ with Re γ ≥ 0, we612
have613

|Godd
γ (x, y)− 2ν0 min(x, y)| ≤ C|γ|〈x〉〈y〉,614

|∂xGodd
γ (x, y)− 2ν0∂x min(x, y)| ≤ C|γ|〈x〉〈y〉,615616

and617

|Godd
γ (x, y)− 2ν0 min(x, y) + 2γν2

0xy| ≤ C|γ|2〈x〉2〈y〉2,618

|∂x(Godd
γ (x, y)− 2ν0 min(x, y) + 2γν2

0xy)| ≤ C|γ|2〈x〉2〈y〉2.619620

Proof of Proposition 2.1. Since G+
γ ∈ H2m−1

loc (R) for γ2 to the right of the essential621
spectrum, for any integer 1 ≤ k ≤ 2m− 1, we may write622

∂kx

∫
R
Gγ(x− y)g(y) dy =

∫
R
∂xGγ(x− y)g(y) dy =

∫
R
∂̃kxGγ(x− y)g(y) dy.623

624

Now that we have used regularity of G+
γ to replace the derivatives with only the625

regularized parts, we split G+
γ into its components as in (2.20),626 ∫

R
∂̃kxGγ(x− y)g(y) dy = [∂̃kx(Gheat

γ +Gcγ −Gheat
γ + G̃cγ +Ghγ)] ∗ g(x).627

628
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By Lemma 2.3 we have629

|[∂̃kx(Gcγ −Gheat
γ )] ∗ g(x)| ≤ C|γ|

∫
R
|x− y||g(y)| dy ≤ C|γ|

∫
R

max(〈x〉, 〈y〉)|g(y)| dy.630
631

For g ∈ L2
r(R), we use the Cauchy-Schwarz inequality to obtain632

‖[∂̃kx(Gcγ −Gheat
γ )] ∗ g‖L2

−r,−r
≤ C|γ|‖g‖L2

r,r

(∫
R

max(〈x〉, 〈y〉)2(〈x〉〈y〉)−2rdxdy

)1/2
.633

634

Splitting this integral into integrals over regions |y| ≤ |x| and |x| ≤ |y|, one finds that635
the integral is finite for r > 3/2, and one thereby obtains636

‖[∂̃kx(Gcγ −Gheat
γ )] ∗ g‖L2

−r,−r
≤ C|γ|‖g‖L2

r,r
.637

638

Hence this term is O(γ), and can be absorbed into the error term. In proving (2.2),639
one instead uses the estimate in Lemma 2.4, which gives an expansion of this term to640
second order in γ.641

Expansions for ∂̃kx(G̃cγ +Ghγ) are already given in Lemma 2.5, so it only remains642
to obtain expansions for ∂̃kxGheat

γ acting on odd functions g. For k = 0 or 1 these643
expansions follows immediately from the estimates in Lemma 2.6. For k ≥ 2, the644
estimates are actually simpler, and can be seen directly from Gheat

γ rather than using645
the odd extension, since taking derivatives in x introduces extra factors of γ. This646
completes the proof of Proposition 2.1.647

We conclude this section by observing that our spectral assumptions imply that648
(L− − γ2)−1 is analytic in γ2.649

Lemma 2.7. For η ≥ 0 sufficiently small, the operator (L− − γ2)−1 : L2
exp,η(R)→650

H2m−1
exp,η (R) is analytic in γ2 in a neighborhood of the origin.651

Proof. By standard spectral theory, this amounts to saying that 0 is in the resolvent652
set of the operator L−, which follows directly from Hypothesis 2, and the fact that653
the Fredholm borders in the exponentially weighted space depend continuously on the654
parameter η.655

3. Full resolvent estimates.656

3.1. Far-field/core decomposition and leading order estimates. We now657
extend the resolvent estimates of Proposition 2.1 to the full resolvent operator (L −658
γ2)−1, in the following sense. Note that we only require additional algebraic localization659
on the right.660

Proposition 3.1. Let r > 3/2. There are constants C > 0 and δ > 0 such that661
for any g ∈ L2

r(R), the solution to (L − γ2)u = g satisfies662

‖u(γ)− u(0)‖H2m−1
−r

≤ C|γ|‖g‖L2
r

(3.1)663
664

for all γ ∈ B(0, δ) with γ2 to the right of Σ+
η∗ .665

If this proposition holds, we write (L−γ2)−1 = R0 +O(γ) in B(L2
r(R), H2m−1

−r (R)).666
The aim of our approach is to first solve on the left and on the right with the asymptotic667
operators by decomposing the data and the solution appropriately, leaving an equation668
on the center (L − γ2)uc = g̃ with exponentially localized data. We then solve this669
equation with a far-field/core decomposition as in [34] to obtain our estimates.670
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Specifically, we let (χ−, χc, χ+) be a partition of unity on R, with χ+ satisfying671
(1.26) and χ−(x) = χ+(−x), so that χc is compactly supported. We use this partition672
of unity to decompose our data g into a “left piece”, a “center piece”, and a “right673
piece” by writing674

g = χ−g + χcg + χ+g =: g− + gc + g+.675676

We would like to decompose our solution accordingly into u = u− + uc + u+, with u−677
and u+ solving (L±−γ2)u± = g±, and with the remaining piece (L−γ)2uc = gc having678
strongly localized data. However, we need to refine this decomposition slightly in order679
to obtain sharp estimates. As we saw in Section 2, the behavior of (L+−γ2)−1 is much680
improved when acting on odd functions. Therefore, we let godd

+ (x) = g+(x)− g+(−x)681
be the odd part of g+, and let u+ be the solution to682

(L+ − γ2)u+ = godd
+ .(3.2)683684

We let u− be the solution to685

(L− − γ2)u− = g−.(3.3)686687

We decompose the solution u to (L−γ2)u = g as u = u−+uc+χ+u
+. The additional688

cutoff function on u+ is so that we do not have to require algebraic localization on the689
left when using Proposition 2.1. After a short computation, one finds that uc must690
solve691

(L − γ2)uc = g̃(γ),(3.4)692693

where694

g̃(γ) := gc + (χ+ − χ2
+)g − [L+, χ+]u+ + (L+ − L)(χ+u

+) + (L− − L)u−,(3.5)695696

and [L+, χ+] is the commutator697

[L+, χ+]u+ = L+(χ+u
+)− χ+(L+u

+).698699

Note that g̃(γ) is exponentially localized on the right, so that we may solve this700
equation using a far-field/core decomposition, taking advantage of the fact that L is a701
Fredholm operator on exponentially weighted spaces with small weights. The right702
hand side g̃ depends on γ through u+ and u−, and we use the estimates in Section 2703
to characterize this dependence in the following lemma.704

Lemma 3.2. Let r > 3/2, and let η > 0 be small. For γ small with γ2 to the right705
of Σ+

η∗ , we have g̃(γ) ∈ L2
exp,η(R), and706

‖g̃(γ)− g̃(0)‖L2
exp,η

≤ C|γ|‖g‖L2
r
.(3.6)707708

Proof. The terms gc and (χ+ − χ2
+)g in (3.5) are independent of γ and are709

compactly supported by construction. The commutator [L+, χ+] is a differential710
operator of order 2m− 1 with smooth compactly supported coefficients, since χ+ is711
constant outside a compact set, so [L+, χ+]u+ is also compactly supported. Similarly,712
(L+ −L)(χ+·) is a differential operator of order 2m− 1 whose coefficients converge to713
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zero exponentially quickly as x→∞, and are identically zero for x negative. Hence, if714
η is sufficiently small,715

‖ωη (−[L+, χ+] + (L+ − L)χ+) (u+(γ)− u+(0))‖L2 ≤ C‖(u+(γ)− u+(0))‖H2m−1
−r,−r

716

≤ C|γ|‖godd
+ ‖L2

r,r
717

≤ C|γ|‖g‖L2
r
,718719

by Proposition 2.1. Similarly,720

‖ωη(L− − L)(u−(γ)− u−(0))‖L2 ≤ C|γ|‖g−‖L2
exp,η

≤ C|γ|‖g‖L2
r
,721722

by Lemma 2.7, using the fact that g− is supported only on the left, so the exponential723
weight on the right can be replaced by an algebraic weight.724

We now solve (L − γ2)uc = g̃ by making the far-field/core ansatz725

uc(x) = w(x) + aχ+(x)eν
−(γ)x,(3.7)726727

where w ∈ H2m
exp,η(R) is exponentially localized, a ∈ C is a complex parameter,728

and ν−(γ) is the spatial eigenvalue given in (2.12). With this ansatz, the equation729
(L − γ2)uc = g̃ becomes730

F (w, a; γ) := Lw + aL
(
χ+e

ν−(γ)·
)
− γ2(w + aχ+e

ν−(γ)·) = g̃,(3.8)731
732

with the goal of solving for w and a with g̃ and γ as variables. By Hypothesis 1 and733
Palmer’s theorem, L : H2m

exp,η(R) ⊆ L2
exp,η(R) → L2

exp,η(R) is a Fredholm operator734
with index -1. The addition of the extra parameter a makes (w, a) 7→ F (w, a; γ) a735
Fredholm operator with index 0 for γ small, by the Fredholm bordering lemma [39,736
Lemma 4.4]. The parameter a is introduced in a manner which precisely captures the737
far-field behavior of L at x =∞, which ultimately allows us to recover invertibility of738
L in this sense in a neighborhood of γ = 0.739

Lemma 3.3. There exists δ > 0 such that the map F : H2m
exp,η(R)×C×B(0, δ)→740

L2
exp,η(R) is well-defined and (w, a) 7→ F (w, a; γ) is invertible. We denote the solutions741

(w, a) to (3.8) by w(·; γ) = T (γ)g̃ and a(γ) = A(γ)g̃. The maps742

γ 7→ T (γ) : B(0, δ)→ B
(
L2

exp,η(R), H2m
exp,η(R)

)
743744

and745

γ 7→ A(γ) : B(0, δ)→ B
(
L2

exp,η(R),C
)

746747

are analytic in γ.748

Proof. The fact that F is well-defined and maps into L2
exp,η(R) follows from writing749

(L − γ2)(χ+e
ν−(γ)·) = χ+(L − L+)eν

−(γ)· + [L, χ+]eν
−(γ)·,750751

using (L+ − γ2)eν−(γ)x = 0. The commutator [L, χ+] has compactly supported752
coefficients, and the coefficients of L − L+ decay exponentially as x→∞, so both of753
these terms are exponentially localized uniformly in γ, and so F maps into L2

exp,η(R).754
Note next that γ 7→ F (·, ·; γ) is analytic in γ as a family of bounded operators. This755

is formally clear from the fact that ν−(γ) is analytic in γ; for a rigorous justification,756
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see the proof of Proposition 5.11 in [34]. Since we have already observed that (w, a) 7→757
F (w, a; γ) is Fredholm with index 0 for γ ∈ B(0, δ) for some δ small, to prove the758
lemma it suffices by the analytic Fredholm theorem to check that (w, a) 7→ F (w, a; 0)759
is invertible. Since (w, a) 7→ F (w, a; 0) is Fredholm index 0, we only need to check760
that F (w, a; 0) has no kernel. Suppose that there is a kernel. Then, from (3.8), we761
have L(w + aχ+) = 0 for some w ∈ H2m

exp,η(R), a ∈ C. The function w + aχ+ is762
bounded, so this implies L has a resonance at 0, contradicting Hypothesis 4. Hence763
(w, a) 7→ F (w, a; 0) is invertible, and the lemma follows from the analytic Fredholm764
theorem.765

Proof of Proposition 3.1. By the above, the solution to (L − γ2)u = g can be766
decomposed as u = u− + uc + χ+u

+, where u−, u+, and uc solve (3.3), (3.2) and767
(3.4) respectively. Lemma 2.7 and Proposition 2.1 imply the desired estimates for768
u− and u+, so we only need to estimate the γ dependence of uc. By Lemma 3.3, for769
γ ∈ B(0, δ), uc is given by770

uc(γ) = T (γ)g̃(γ) +A(γ)g̃(γ)χ+e
ν−(γ)·,771772

and so773
774

(3.9) ‖uc(γ)− uc(0)‖H2m−1
−r

≤ ‖T (γ)g̃(γ)− T (0)g̃(0)‖H2m−1
−r

775

+ ‖A(γ)g̃(γ)χ+e
ν−(γ)· −A(0)g̃(0)χ+‖H2m−1

−r
776
777

For the first term, we write778

T (γ)g̃(γ)− T (0)g̃(0) = (T (γ)− T (0))g̃(γ) + T (0)(g̃(γ)− g̃(0)),779780

and then estimate, using Lemma 3.3 to expand T (γ) and Lemma 3.2 to control g̃(γ),781

‖(T (γ)− T (0))g̃(γ)‖H2m−1
−r

≤ C‖(T (γ)− T (0))g̃(γ)‖H2m
exp,η

≤ C|γ|‖g̃(γ)‖L2
exp,η

782

≤ C|γ|‖g‖L2
r
.783784

Similarly, we obtain785

‖T (0)(g̃(γ)− g̃(0))‖H2m−1
−r

≤ C‖T (0)(g̃(γ)− g̃(0))‖H2m
exp,η

≤ C‖g̃(γ)− g̃(0)‖L2
exp,η

786

≤ C|γ|‖g‖L2
r
,787788

and so ‖T (γ)g̃(γ) − T (0)g̃(0)‖H2m−1
−r

≤ C|γ|‖g‖L2
r
. For the second term in (3.9), we789

have790
791

‖A(γ)g̃(γ)χ+e
ν−(γ)·−A(0)g̃(0)χ+‖H2m−1

−r
≤ ‖eν

−(γ)·χ+(A(γ)g̃(γ)−A(0)g̃(0))‖H2m−1
−r

792

+ ‖A(0)g̃(0)χ+(1− eν
−(γ)·)‖H2m−1

−r
.793

794

Using Lemmas 3.2 and 3.3, we obtain an estimate795

|A(γ)g̃(γ)−A(0)g̃(0)| ≤ C|γ|‖g‖L2
r
.(3.10)796797

Since eν−(γ)x is a bounded function for γ2 to the right of the essential spectrum, and798
constants are controlled in L2

−r for r > 1/2, by (3.10) we conclude that799

‖eν
−(γ)·χ+(A(γ)g̃(γ)−A(0)g̃(0))‖H2m−1

−r
≤ C|γ|‖g‖L2

r
.800

801
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For the second term, we use the fact that |1− eν−(γ)x| ≤ C|ν−(γ)||x| ≤ C|γ||x| for γ2802
to the right of the essential spectrum. This term is controlled in L2

−r for r > 3/2, so803
we have804

‖A(0)g̃(0)χ+(1− eν
−(γ)·)‖L2

−r
≤ C|γ|‖g‖L2

r
.805806

The estimates on the derivatives in this term are easier, since taking derivatives gains807
factors of γ, and we can control eν−(γ)x in L2

−r for r > 1/2. This completes the proof808
of the proposition.809

3.2. Higher order expansions and asymptotics of the Green’s function.810
The regularity of the resolvent obtained in Proposition 3.1 is sufficient to prove811
Theorem 1, but in order to obtain the asymptotic description of the solution in812
Theorem 2, we need to expand the resolvent to higher order, in spaces of higher813
algebraic localization. Integrating along the contour that we will choose in Section 4814
will reveal that the part of the semigroup associated to the term R0 in the expansion815
(L − γ2)−1 = R0 + γR1 + O(γ2) decays exponentially in time, and so the t−3/2 decay816
stems from the term γR1. Hence, to identify the asymptotics of the solution, we both817
need to expand to higher order and identify the operator R1. The first task proceeds818
as in Section 3.1, simply keeping track of higher order γ dependence using the relevant819
results from Section 2, so we state these results without proof. To characterize R1,820
we adapt our far-field/core approach to solve (L − γ2)Gγ = −δy, constructing the821
resolvent kernel Gγ , and expanding it in γ to determine R1.822

Lemma 3.4. Let r > 5/2, and let η > 0 be small. For γ small with γ2 to the right823
of Σ+

η∗ , we have g̃(γ) ∈ L2
exp,η(R), and824

‖g̃(γ)− γg̃1 − g̃(0)‖L2
exp,η

≤ C|γ|2‖g‖L2
r

825826

for some g̃1 ∈ L2
exp,η(R).827

Using Lemma 3.4, we obtain the following refinement of Proposition 3.1828

Proposition 3.5. Let r > 5/2. There are constants C > 0 and δ > 0 and829
an operator R1 : L2

r(R) → H2m−1
−r (R) such that for any g ∈ L2

r(R), the solution to830
(L − γ2)u = g satisfies831

‖u(γ)− γu1 − u(0)‖H2m−1
−r

≤ C|γ|‖g‖L2
r
,(3.11)832

833

where u1 = R1g, for all γ ∈ B(0, δ) with γ2 to the right Σ+
η∗ .834

To construct the resolvent kernel Gγ with our far-field/core decomposition, we835
must view F defined by (3.8) as a map F : H2m−1

exp,η (R) × C × B(0, δ) → H−1
exp,η(R).836

First we show that L retains Fredholm properties when acting on these spaces.837

Lemma 3.6. We can extend L to an operator from H2m−1
exp,η (R) to H−1

exp,η(R), and838
this operator is Fredholm with index -1.839

Proof. First define L̃ : H2m
exp,η(R)→ L2

exp,η(R) by840

L̃ = L+ (∂x + 1)−1[L, ∂x + 1].841842

Using the fact that all derivatives of the coefficients of L are exponentially localized,843
one finds that (∂x + 1)−1[L, ∂x + 1] is a compact operator from H2m

exp,η(R) to L2
exp,η(R),844
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and so L̃ is Fredholm with index −1 as a compact perturbation of L. We then define845
L̄ : H2m−1

exp,η (R)→ H−1
exp,η(R) by846

L̄ = (∂x + 1)L̃(∂x + 1)−1.847848

One may readily verify that if u ∈ H2m
exp,η(R), then L̄u = Lu, and hence L̄ is an849

extension of L. Since the operator ∂x + 1 : Hk
exp,η(R) → Hk−1

exp,η(R) is invertible, L̄850
is Fredholm with index -1, and so we have produced the desired extension. We now851
write L = L̄, understanding that we are using this extension of L.852

Repeating the argument of Lemma 3.3 in these spaces, we find a solution to853
(L − γ2)Gγ = −δy with the form854

Gγ(x, y) = w(x, y; γ) + a(y, γ)χ+(x)eν
−(γ)x, .(3.12)855856

where w(·; y, γ) ∈ H2m−1
exp,η (R) for some η > 0 small, and both w and a are analytic in857

γ. We therefore write Gγ = G0 + γG1 + O(γ2), for fixed x and y. Since G depends858
analytically on γ, G1 must solve the equation (L − γ2)Gγ = −δy at order γ, which is859

LG1(·; y) = 0.(3.13)860861

Expanding the right hand side of (3.12) in γ, one finds that G1 is linearly growing at862
∞, and localized on the left. As noted in Section 1.2, there is only one solution, up to863
a constant multiple, to Lu = 0 which is linearly growing at ∞ and localized on the864
left. We denote this solution by ψ, fixing the normalization by requiring865

lim
x→∞

ψ(x)
x

= 1.(3.14)866
867

Since G1 solves (3.13), we conclude that G1 must be proportional to ψ, but with868
constant allowed to depend on the parameter y, so we have869

(3.15) G1(x; y) = ψ(x)g1(y)870

for some function g1(y). Altogether, since the expansion obtained in Proposition 3.5871
and the solution given by integration against the resolvent kernel must agree for γ2 to872
the right of Σ+

η∗ , we obtain the following lemma.873

Lemma 3.7. The operator R1 in the expansion874

(L − γ2)−1 = R0 + γR1 + O(γ2)875876

in B(L2
r(R), H2m−1

−r (R)) for r > 5/2 guaranteed by Proposition 3.5 is given by877

R1g(x) = ψ(x)
∫
R
g1(y)g(y) dy.878

If (1.24) holds, then as noted in Section 1.2 we must have ψ(x) = ωη∗(x)q′∗(x).879
We can achieve the normalization condition (3.14) for instance by translating q∗880
appropriately, without loss of generality.881
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4. Linear semigroup estimates. We now use the regularity of the resolvent882
obtained in Section 3 in order to prove that the linear semigroup eLt has the desired883
t−3/2 decay, the essential step in proving Theorem 1. Since L is sectorial [31], it884
generates an analytic semigroup through the contour integral885

eLt = − 1
2πi

∫
Γ
eγ

2t(L − γ2)−1 d(γ2)(4.1)886
887

for a suitably chosen contour Γ. By Hypothesis 4, L has no unstable point spectrum,888
so the essential spectrum is the only obstacle to shifting the integration contour.889
Hypothesis 1 guarantees that in γ, the Fredholm border which touches the origin may890
be parametrized as891

γ(a) = iγ1a+ γ2a
2 + O(a3)(4.2)892893

for some real constants γ1, γ2. To obtain optimal decay rates, we use the regularity894
of the resolvent near the origin to integrate along a contour which is tangent to the895
essential spectrum, which reveals the t−3/2 decay rate.896

Proposition 4.1. Let r > 3/2. There is a constant C > 0 such that the semigroup897
eLt satisfies for t > 0898

‖eLt‖L2
r→H

2m−1
−r

≤ C

t3/2
.(4.3)899

900

Proof. For ε > 0, we define our integration contour near the origin by901

Γ0
ε = {γ(a) = ia+ c2a

2 + ε : a ∈ [−a∗, a∗]},902903

where a∗ > 0 is small, and c2 is chosen so that the limiting contour904

Γ0
0 = {γ(a) = ia+ c2a

2 : a ∈ [−a∗, a∗]}(4.4)905906

is tangent to the essential spectrum in the γ-plane, touching it only at γ = 0 and907
staying to the right of it otherwise. The existence of such a c2 is guaranteed by (4.2).908
We define these contours in the γ plane, since it is natural to integrate in γ =

√
λ in909

order to use the regularity of the resolvent in γ. We then let Γ±ε be continuations of Γ0
ε910

out to infinity along straight lines in the left half λ-plane: see Figure 2 for a depiction911
of these contours. We let Γε denote the positively oriented concatenation of Γ−ε ,Γ0

ε,912
and Γ+

ε . By Proposition (L − γ2)−1 is continuous at γ = 0 in B(L2
r(R), H2m−1

−r (R)).913
Since it is also continuous on its resolvent set, and the limiting contour Γ0 touches the914
spectrum of L only at γ = 0, this guarantees that (L − γ2)−1 is continuous up to Γ0.915
Together with sectoriality of L to control the behavior at large λ, this guarantees that916
the limit917

lim
ε→0+

− 1
2πi

∫
Γε
eγ

2t(L − γ2)−12γ dγ918
919

exists in B(L2
r(R), H2m−1

−r (R)). Since for every ε > 0 the contour Γε is in the resolvent920
set of L, the value of this integral is independent of ε > 0 by Cauchy’s integral theorem.921
Hence we may write the semigroup using the integral over the limiting contour922

eLt = − 1
πi

∫
Γ0

eγ
2t(L − γ2)−1γ dγ923

= − 1
πi

∫
Γ0

0

eγ
2t(L − γ2)−1γ dγ −

∑
ι=±

1
πi

∫
Γ±0

eγ
2t(L − γ2)−1γ dγ.(4.5)924

925
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Fig. 2. The Fredholm borders of L (magenta, red) together with our integration contours (blue),
for ε > 0 (left) and at the limit ε = 0 (middle). The insets show the image of a neighborhood of the
origin under the map γ =

√
λ. The rightmost inset shows the deformation of Γ0

0 to Γ̃0, the contour
used in the proof of Proposition 4.2.

926
The integrals over Γ±0 are exponentially decaying in time, since each γ2 along927

these contours is contained strictly in the left half plane and bounded away from the928
spectrum of L. Using parabolic regularity [31, Theorem 3.2.2] to control the behavior929
of (L − γ2)−1 for large γ, we readily obtain930 ∣∣∣∣∣

∣∣∣∣∣ 1
πi

∫
Γ±0
eγ

2t(L − γ2)−1γ dγ

∣∣∣∣∣
∣∣∣∣∣
L2→H2m−1

≤ Ce−µt931
932

for some constants C, µ > 0, which of course implies the same estimate in L2
r → H2m−1

−r .933
We now focus on the integral over Γ0

0. We use Proposition 3.1 to write (L −934
γ2)−1 = R0 + O(γ) in B(L2

r(R), H2m−1
−r (R)) and explicitly parameterize the contour935

by γ(a) = ia+ c2a
2 for |a| ≤ a∗ to obtain936

1
πi

∫
Γ0

0

eγ
2t(L − γ2)−1γ dγ = 1

πi

∫ a∗

−a∗
eγ(a)2t(R0 + O(a))γ(a)γ′(a) da937

= 1
πi

∫ a∗

−a∗

[(
1
2t∂ae

γ(a)2t

)
R0 + eγ(a)2tE0(a)γ(a)γ′(a)

]
da,938

939

where we denote the O(a) terms by E0(a). The first term is the integral of a total940
derivative, so941

1
πi

∫ a∗

−a∗

1
2t

(
∂ae

γ(a)2t
)
R0 da = 1

2πi
1
t
R0

(
eγ(a∗)2t − eγ(−a∗)t

)
942

= 1
2πi

1
t
R0e

(−a2
∗+c

2
2a

4
∗)t
(
e2ic2a

3
∗t − e−2ic2a

3
∗t
)

943
944

We choose a∗ small enough so that c22a4
∗ <

a2
∗
2 and hence945 ∣∣∣∣∣∣∣∣ 1

2πi
1
t

∫ a∗

−a∗

(
∂ae

γ(a)2t
)
R0 da

∣∣∣∣∣∣∣∣
L2
r→H

2m−1
−r

≤ C

t
e−a

2
∗t/2‖R0‖L2

r→H
2m−1
−r

≤ C

t3/2
(4.6)946

947
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for t > 0. In fact, this contribution is exponentially decaying for t large. We now948
estimate the second integral949

950 ∣∣∣∣∣∣∣∣∫ a∗

−a∗
eγ(a)2tE0(a)γ(a)γ′(a) da

∣∣∣∣∣∣∣∣
L2
r→H

2m−1
−r

=951

=
∣∣∣∣∣∣∣∣∫ a∗

−a∗
e(−a2+c2

2a
4)te2ic1a

3tE0(a)γ(a)γ′(a) da
∣∣∣∣∣∣∣∣
L2
r→H

2m−1
−r

≤ C
∫ a∗

−a∗
e−

a2
2 t|a|2 da,952

953

for a∗ small. Changing variables to z = a√
2

√
t, we obtain954

∫ a∗

−a∗
e−

a2
2 ta2 da = C

t3/2

∫ a∗
√
t/2

−a∗
√
t/2

e−z
2
z2 dz ≤ C

t3/2
,955

956

which completes the proof of the proposition.957

We now use the higher regularity of the resolvent obtained in Proposition 3.5 to958
identify the leading order asymptotics of eLt as t→∞ by focusing on the term γR1959
in the contour integral, since we have shown that the term associated to R0 decays960
exponentially.961

Proposition 4.2. Let r > 5/2. Then the semigroup eLt has the asymptotic962
expansion963

eLt = 1
2
√
π

R1

t3/2
+ O(t−2)(4.7)964

965

as t→∞, in B(L2
r(R), H2m−1

−r (R)).966

Proof. We proceed as in the proof of Proposition 4.1, using the same integration967
contour Γ0. Using Proposition 3.5 to expand the resolvent to higher order, we have968

1
πi

∫
Γ0

0

eγ
2t(L − γ2)−1γ dγ = 1

πi

∫ a∗

−a∗
eγ(a)2t(R0 + γ(a)R1 + O(a2))γ(a)γ′(a) da.969

970

The terms involving R0 and O(a2) decay at least as fast as t−2, by the same arguments971
used in the proof of Proposition 4.1, so we focus on the term involving R1. We integrate972
by parts to obtain973

1
πi

∫ a∗

−a∗
eγ(a)2t(γ(a)R1)γ(a)γ′(a) da = 1

πi

1
2t

∫ a∗

−a∗
(∂aeγ(a)2t)(γ(a)R1) da974

= − 1
2πi

1
t

∫ a∗

−a∗
eγ(a)2tγ′(a)R1 da+ O(e−µt)975

976

for some µ > 0. The boundary terms are exponentially decaying since we choose a∗977
small enough so that Re γ(±a∗) < 0. We recognize the remaining integral978 ∫ a∗

−a∗
eγ(a)2tγ′(a) da979

980

as a parameterization of the integral of ez2t over the contour Γ0
0. Since ez2t is an981

entire function, we can deform this contour into another contour Γ̃0 consisting of three982
straight line segments: one from z = −ia∗+ c2a

2
∗ to z = −ia∗, one along the imaginary983
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axis from z = −ia∗ to z = ia∗, and one from z = ia∗ to z = ia∗ + c2a
2
∗. See the right984

panel of Figure 2.985
The contributions from the lower and upper pieces of Γ̃0 are both exponentially986

decaying in time, since Re γ2 is negative along these pieces. Hence, the dominant987
contribution is from the piece along the imaginary axis, and parameterizing this piece988
as γ(a) = ia, we have989

− 1
2πi

1
t

∫ a∗

−a∗
eγ(a)2tγ′(a)R1 da = − 1

2π
1
t

∫ a∗

−a∗
e−a

2t da = − 1
2π

1
t3/2

∫ a∗
√
t

−a∗
√
t

e−w
2
dw.990

991

The remaining integral attains its limit992 ∫ a∗
√
t

−a∗
√
t

e−w
2
dw →

∫
R
e−w

2
dw =

√
π993

994

exponentially quickly as t→∞, so that altogether, we may write995

1
πi

∫
Γ0

0

eγ
2t(L − γ2)−1γ dγ = − 1

2π
1
t3/2
√
πR1 + O(t−2),996

997

completing the proof of the proposition.998

5. Nonlinear stability – proof of Theorem 1. We write the nonlinear per-999
turbation equation (1.11) in the weighted space, by defining p = ωv, from which we1000
find1001

pt = Lp+ ωN(q∗, ω−1p),(5.1)10021003

where1004

N(q∗, ω−1p) = f(q∗ + ω−1p)− f(q∗)− f ′(q∗)ω−1p.(5.2)10051006

The nonlinearity is extremely well behaved – formally Taylor expanding, one sees1007

ωN(q∗, ω−1p) = f ′′(q∗)
2 ω−1p2 + O(ω−2p3).1008

1009

In particular, the entire nonlinearity carries a factor of ω−1, and hence is exponentally1010
localized, so we may use strong decay estimates on the nonlinear term in the variation1011
of constants formula. The main difficulty has therefore already been resolved in proving1012
sharp linear estimates in Proposition 4.1, and so we complete the proof of Theorem 11013
in this section using a direct, classical argument, as used for instance in the proof of1014
Theorem 1 of [8].1015

The nonlinear equation (5.1) is locally well-posed in H1
r (R) for any r ∈ R, by1016

classical theory of semilinear parabolic equations [19]: for initial data p0 with ‖p0‖H1
r

1017
sufficiently small, there exists a maximal existence time T∗ ∈ (0,∞] and a solution1018
p(t) to (5.1) defined up to time T∗, with T∗ depending only on ‖p0‖H1

r
. We rewrite1019

(5.1) in mild form via the variation of constants formula1020

p(t) = eLtp0 +
∫ t

0
eL(t−s)ωN(q∗, ω−1p(s)) ds.(5.3)1021

1022

25
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Since the original nonlinearity f in (1.2) is smooth, and H1(R) is a Banach algebra, it1023
follows from Taylor’s theorem that for any s, r ∈ R, there is a nondecreasing function1024
K : R+ → R+ such that1025

‖ωN(q∗, ω−1p)‖H1
s
≤ K(R)‖p‖2H1

r
,(5.4)10261027

if ‖ω−1p‖L∞ ≤ R. Here, the extra factor of ω−1 in the Taylor expansion of the1028
nonlinearity is used to control the algebraic weights.1029

We now fix r > 3/2 and define1030

Θ(t) = sup
0≤s≤t

(1 + s)3/2‖p(s)‖H1
−r
.(5.5)1031

1032

We prove Theorem 1 by obtaining global control of Θ. In the proof, we will need to1033
use the estimate1034

‖eLtp0‖H1
r
≤ C‖p0‖H1

r
(5.6)10351036

for 0 < t < 1, which holds for any fixed r ∈ R and follows from classical semigroup1037
theory [19, Section 1.4].1038

Proposition 5.1. There exist constants C1, C2 > 0 such that the function Θ(t)1039
from (5.5) satisfies1040

Θ(t) ≤ C1‖p0‖H1
r

+ C2K(ρ∞Θ(t))Θ(t)2(5.7)10411042

for all t ∈ [0, T ∗), where ρ∞ = ‖ρrω−1‖L∞ .1043

Proof. First assume 0 < t < 1. Then by (5.6), we have1044

(1 + t)3/2‖eLtp0‖H1
−r
≤ C‖p0‖H1

−r
≤ C‖p0‖H1

r
.10451046

For the nonlinearity, we have, again using (5.6) and also (5.4)1047 ∣∣∣∣∣∣∣∣∫ t

0
eL(t−s)ωN(q∗, ω−1p(s)) ds

∣∣∣∣∣∣∣∣
H1
−r

≤ C
∫ t

0
‖ωN(q∗, ω−1p(s))‖H1

r
ds1048

≤ C
∫ t

0
K(‖ω−1p(s)‖L∞)‖p(s)‖2H1

−r
ds1049

≤ Ct sup
0≤s≤t

K(‖ω−1p(s)‖L∞)‖p(s)‖2H1
−r

1050

≤ CΘ(t)2 sup
0≤s≤t

K(‖ω−1p(s)‖L∞).1051
1052

Using the embedding of H1(R) into L∞(R), we have1053

CΘ(t)2 sup
0≤s≤t

K
(
‖ω−1p(s)‖L∞

)
≤ CΘ(t)2K

(
ρ∞ sup

0≤s≤t
‖ρ−rp(s)‖L∞

)
1054

≤ CΘ(t)2K

(
ρ∞ sup

0≤s≤t
‖p(s)‖H1

−r

)
1055

≤ CΘ(t)2K (ρ∞Θ(t)) .10561057

Altogether, using the fact that t 7→ Θ(t) is non-decreasing, we obtain (5.7) for 0 < t < 1.1058
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Now we let t > 1. For the linear evolution, we have by Proposition 4.11059

(1 + t)3/2‖eLtp0‖H1
−r
≤ C (1 + t)3/2

t3/2
‖p0‖H1

r
≤ C‖p0‖H1

r
.(5.8)1060

1061

For the nonlinearity, again using Proposition 4.1, we have1062

‖eL(t−s)ωN(q∗, ω−1p)‖H1
−r
≤ C

(t− s)3/2 ‖ωN(q∗, ω−1p)‖H1
r
ds.1063

1064

But by (5.6), we also have1065

‖eL(t−s)ωN(q∗, ω−1p)‖H1
−r
≤ C‖ωN(q∗, ω−1p)‖H1

r
10661067

for (t− s) < 1. It follows that, also using the quadratic estimate on the nonlinearity1068
as above,1069 ∣∣∣∣∣∣∣∣∫ t

0
eL(t−s)ωN(q∗, ω−1p) ds

∣∣∣∣∣∣∣∣
H1
−r

≤ C
∫ t

0

1
(1 + t− s)3/2 ‖ωN(q∗, ω−1p)‖H1

r
ds1070

≤ CK(ρ∞Θ(t))Θ(t)2
∫ t

0

1
(1 + t− s)3/2

1
(1 + s)3 ds.1071

1072

By splitting the integral into integrals from 0 to t/2 and t/2 to t and estimating each1073
piece separately, it can be readily shown that1074 ∫ t

0

1
(1 + t− s)3/2

1
(1 + s)3 ds ≤

C

(1 + t)3/2 .1075
1076

Hence we obtain1077

(1 + t)3/2
∣∣∣∣∣∣∣∣∫ t

0
eL(t−s)ωN(q∗, ω−1p) ds

∣∣∣∣∣∣∣∣
H1
−r

≤ CK(ρ∞Θ(t))Θ(t)2(5.9)1078
1079

for t > 1. Together with (5.8), this shows that (5.7) holds for t > 1, completing the1080
proof of the proposition.1081

Proof of Theorem 1. Let ‖p0‖H1
r
be sufficiently small so that1082

(5.10) 2C1‖p0‖H1
r
< 1 and 4C1C2K(ρ∞)‖p0‖H1

r
< 1.1083

We claim that Θ(t) ≤ 2C1‖p0‖H1
r (R) < 1 for all t ∈ [0, T∗). Since Θ(0) = ‖p0‖H1

−r(R) ≤1084

‖p0‖H1
r (R) < 2C1‖p0‖H1

r (R) (choosing C1 > 1/2 if necessary), continuity of Θ guarantees1085
that Θ(t) < 2C1‖p0‖H1

r (R) for sufficiently small t. Now suppose there is some time T1086
at which Θ(T ) = 2C1‖p0‖H1

r (R). Then, by (5.7) and the fact that K is non-decreasing,1087
we have1088

1 ≤ 4C1C2K(ρ∞)‖p0‖H1
r
,1089

contradicting (5.10). Hence Θ(t) ≤ 2C1‖p0‖H1
r (R) < 1 for all t ∈ [0, T∗). In particular,1090

we have uniform control over ‖p(t)‖H1
−r
, which implies that we have global existence1091

in H1
−r(R), and1092

‖p(t)‖H1
−r
≤ C

(1 + t)3/2 ‖p0‖H1
r

1093

for all t > 0. This completes the proof of Theorem 1, recalling that v = ω−1p.1094
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6. Asymptotics of solution profile - proof of Theorem 2. In this section1095
we prove Theorem 2, establishing an asymptotic description of the perturbation. As1096
in the proof of Theorem 1, the main difficulty has already been overcome by obtaining1097
a detailed description of the asymptotics of the linear semiflow in Proposition 4.2.1098
We handle the nonlinearity via a direct argument, which is essentially the same as1099
that used in [15] in the context of diffusive stability of time-periodic solutions to1100
reaction-diffusion systems.1101

We begin by decomposing the linear semigroup as1102

eLt = Φ0(t) + Φss(t),11031104

where1105

Φ0(t) = 1
2
√
π

R1

t3/2
,1106

1107

and Φss(t) is the remainder term from Proposition 4.2, which satisfies in particular1108

‖Φss(t)‖H1
r→H1

−r
≤ C

(1 + t)2(6.1)1109
1110

for t > 1 and r > 5/2. We use this decomposition to rewrite the variation of constants1111
formula as1112

1113

(6.2) p(t) = Φ0(t)p0 + Φss(t)p0 +
∫ t

0
Φ0(t− s)ωN(q∗, ω−1p) ds1114

+
∫ t

0
Φss(t− s)ωN(q∗, ω−1p) ds.1115

1116

Arguing as in the proof of Theorem 1, we readily see that the parts of the solution1117
associated with the flow under Φss(t) decay faster than t−3/2, as stated in the following1118
lemma. For the remainder of this section, we let r > 5/2 and assume the hypotheses1119
of Theorem 2 hold.1120

Lemma 6.1. For t > 1, we have1121

‖Φss(t)p0‖H1
−r
≤ C

(1 + t)2 ‖p0‖H1
r
,(6.3)1122

1123

and1124 ∣∣∣∣∣∣∣∣∫ t

0
Φss(t− s)ωN(q∗, ω−1p(s)) ds

∣∣∣∣∣∣∣∣
H1
−r

≤ C

(1 + t)2 ‖p0‖2H1
r
.(6.4)1125

1126

We now decompose the term in the nonlinearity involving Φ0 in order to identify1127
which parts of it contribute to the leading order asymptotics and which are faster1128
decaying. We write1129 ∫ t

0
Φ0(t− s)ωN(q∗, ω−1p(s)) ds = I1(t) + I2(t) + I3(t) + I4(t),(6.5)1130

1131
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where1132

I1(t) =
∫ t

t/2
Φ0(t− s)ωN(q∗, ω−1p(s)) ds,1133

I2(t) =
∫ t/2

0
(Φ0(t− s)− Φ0(t))ωN(q∗, ω−1p(s)) ds,1134

I3(t) = Φ0(t)
∫ ∞

0
ωN(q∗, ω−1p(s)) ds,1135

1136

and1137

I4(t) = −Φ0(t)
∫ ∞
t/2

ωN(q∗, ω−1p(s)) ds.1138
1139
1140

Lemma 6.2. The terms in the decomposition (6.5) satisfy for t > 11141

‖I1(t)‖H1
−r
≤ C

(1 + t)3 ‖p0‖2H1
r
,(6.6)1142

‖I2(t)‖H1
−r
≤ C

(1 + t)5/2 ‖p0‖2H1
r
,(6.7)1143

1144

and1145

‖I4(t)‖H1
−r
≤ C

(1 + t)7/2 ‖p0‖2H1
r
.(6.8)1146

1147

Proof. The proofs of (6.6) and (6.8) proceed similarly to the proof of Theorem 1,1148
so we focus on the estimate for I2(t). By the mean value theorem, we have1149

|t−3/2 − (t− s)−3/2| ≤ Cs(t− s)−5/2,11501151

and so it follows, using (5.4) and Proposition 4.2, that1152

‖I2(t)‖H1
−r
≤ C‖p0‖2H1

r

∫ t/2

0

s

(t− s)5/2
1

(1 + s)3 ds ≤
C

t5/2
‖p0‖2H1

r
≤ C

(1 + t)5/2 ‖p0‖2H1
r

1153
1154

for t > 1, completing the proof of the lemma.1155

Having identified which terms are irrelevant for the leading order time dynamics,1156
we are now ready to prove Theorem 2.1157

Proof of Theorem 2. Using Lemmas 6.1 and 6.2 to separate out the faster decaying1158
terms in the variation of constants formula (6.2), we have1159

p(t) = Φ0(t)
(
p0 +

∫ ∞
0

ωN(q∗, ω−1p(s)) ds
)

+ O(t−2),(6.9)1160
1161

where the O(t−2) terms are understood as being controlled in H1
−r by C(1+t)−2‖p0‖H1

r
1162

for t large. By the definition of Φ0 and Lemma 3.7, we have1163

Φ0(t)
(
p0 +

∫ ∞
0

ωN(q∗, ω−1p(s)) ds
)

= α∗t
−3/2ψ,1164

1165
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where ψ is the linearly growing solution to Lψ = 0 identified in the proof of Lemma1166
3.7, and α∗ is given by1167

α∗ = 1
2
√
π

∫
R
g1(y)p̃(y) dy,(6.10)1168

1169

where g1(y) is the function from the expansion of the Green’s function, G1(x, y) =1170
ψ(x)g1(y), and1171

p̃(y) = p0(y) +
∫ ∞

0
ω(y)N(q∗, ω−1(y)p(y, s)) ds.(6.11)1172

1173

The asymptotic decomposition (6.9) is therefore exactly the statement of Theorem 2,1174
with this choice of α∗.1175

7. Stability at lower localization – proofs of Theorems 3 and 4. We now1176
use the ideas developed in the proof of Theorem 1 to understand the behavior of eLt1177
when acting on initial data which is less strongly localized. The nonlinearity is still1178
strongly localized, by (5.4), so we only prove the linear estimates needed to prove1179
Theorems 3 and 4, as one may use exactly the same estimates on the nonlinearity as1180
used in the proof of Theorem 1, due to the extra exponentially decaying factor ω−1.1181

7.1. Hölder continuity of the resolvent – proof of Theorem 3. When1182
acting on functions in L2

r(R) for 1
2 < r < 3

2 , the resolvent (L − γ2)−1 is no longer1183
Lipschitz in γ, but instead has some Hölder continuity. We exploit this Hölder1184
continuity to obtain sharp time decay rates exactly as in the proof of the t−3/2 decay1185
for r > 3/2 in Proposition 4.1.1186

Proposition 7.1. Let 1
2 < r < 3

2 , s < r − 2, and fix some α with 0 < α <1187
r − 3

2 + min
(
1,− 1

2 − s
)
. Then1188

(L − γ2)−1 = R0 + O(|γ|α)(7.1)11891190

in B(L2
r(R), H2m−1

s (R)) for γ small with γ2 to the right of the essential spectrum of L.1191

Using the far-field/core decomposition argument of Section 3.1, the proof of1192
this proposition reduces to obtaining the corresponding estimate for the asymptotic1193
resolvent (L+ − γ2)−1, acting on odd functions. This follows from explicit estimates1194
on the resolvent kernel G+

γ . As in Section 2, we decompose G+
γ as1195

G+
γ = Gheat

γ + (Gcγ −Gheat
γ ) + G̃cγ +Ghγ .11961197

The worst behaved pieces are Gheat
γ and Gcγ − Gheat

γ . We use the fact that we are1198
acting on odd data only to replace convolution with Gheat

γ with integration against1199
Godd
γ (x, y) defined in (2.28). Using similar methods as in Section 2, we obtain the1200

following estimates on the parts of the resolvent kernel. We also make use of the fact1201
that for β > 0, 〈x〉β〈y〉−β ≤ 〈x− y〉β .1202

Lemma 7.2. For 1 > a > α > 0, the integral kernels Godd
γ , Gcγ −Gheat

γ , and G̃cγ1203
satisfy the following estimates for γ small with γ2 to the right of the essential spectrum1204
of L,1205

|Godd
γ (x, y)− 2ν0 min(x, y)| ≤ C|γ|α〈x〉a〈y〉1+α−a,(7.2)1206

|Gcγ(x− y)−Gheat
γ (x− y)| ≤ C|γ|α〈x〉a〈y〉1+α−a,(7.3)12071208
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and1209

|G̃cγ(x− y)− G̃c0(x− y)| ≤ C|γ|α|x− y|α.(7.4)12101211

Together with the fact that convolution with Ghγ is analytic in γ2 as an operator on1212
L2(R), we obtain1213

(L+ − γ2)−1 = R0 + O(|γ|α)12141215

in B(L2
r,r(R), H2m−1

s,s (R)) for the values of r, s, α and γ specified in Proposition 7.1.1216
Using this and repeating the far-field/core decomposition argument in Section 3.1, we1217
obtain Proposition 7.1. We use this regularity of the resolvent to prove the following1218
time decay estimate for the semigroup.1219

Proposition 7.3. Let 1
2 < r < 3

2 and s < r − 2. For any α with 0 < α <1220
r− 3

2 +min
(
1,− 1

2 − s
)
, there is a constant C > 0 such that the semigroup eLt satisfies1221

for t > 01222

‖eLt‖L2
r→H

2m−1
s

≤ C

t1+α
2
.(7.5)1223

1224

Proof. We use the same contours as in the proof of Proposition 4.1, pictured in1225
Figure 2. We follow the proof of this proposition – again, the relevant part of the1226
contour is the piece Γ0

0 which touches the origin. We use Proposition 7.1 to write1227

1
πi

∫
Γ0

0

eγ
2t(L − γ2)−1γ dγ = 1

πi

∫
Γ0

0

eγ
2t(R0 + O(|γ|α))γ dγ.1228

1229

As in the proof of Proposition 4.1, we see that the integral associated to R0 decays1230
exponentially in time, and the remainder can be estimated by parametrizing the1231
contour with γ(a) = ia+ c2a

2 and changing variables to z ∼ a
√
t, which readily gives1232 ∣∣∣∣∣

∣∣∣∣∣ 1
πi

∫
Γ0

0

eγ
2t(R0 + O(|γ|α))γ dγ

∣∣∣∣∣
∣∣∣∣∣
L2
r→H

2m−1
s

≤ C

t1+α
2
,1233

1234

as desired.1235

Theorem 3 follows from applying Proposition 7.3 in a direct nonlinear stability1236
argument as in Section 5.1237

7.2. Blowup of the resolvent – proof of Theorem 4. The resolvent (L −1238
γ2)−1 acting on L2

r(R) for r < 1/2 is no longer uniformly bounded for γ small with1239
γ2 to the right of the essential spectrum. However, by again explicitly analyzing the1240
asymptotic operators and transferring these estimates to the full resolvent with a1241
far-field/core decomposition, we can quantify the blowup of the resolvent and thereby1242
obtain decay rates for the semigroup. The key result is the following blowup estimate.1243

Proposition 7.4. Let − 3
2 < r < 1

2 and s < r − 2. For any β with 1
2 − r < β <1244

−s− 3
2 , there is a constant C > 0 such that1245

‖(L − γ2)−1‖L2
r→H

2m−1
s

≤ C

|γ|β
(7.6)1246

1247

for γ small with Re γ ≥ 1
2 |Im γ|.1248
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Fig. 3. Fredholm borders of L (red, magenta) together with the integration contour used in the
proof of Proposition 7.6, at a moderate time t > 1 (left) and a large time t� 1 (right).

As in the previous sections, we start by proving the corresponding result for the1249
asymptotic operator (L+ − γ2). This estimate follows from the explicit estimates on1250
the resolvent kernel that we collect in the following lemma.1251

Lemma 7.5. For any β > 0, the integral kernels Godd, Gcγ −Gheat
γ , and G̃cγ satisfy1252

the following estimates for γ small with Re γ ≥ 1
2 |Im γ|1253

|Godd
γ (x, y)| ≤ C

|γ|β
〈x〉β+1〈y〉−β ,1254

|Gcγ(x− y)−Gheat
γ (x− y)| ≤ C

|γ|β
〈x〉β〈y〉−β ,1255

1256

and1257

|G̃cγ(x− y)| ≤ C

|γ|β
〈x〉β〈y〉−β .1258

1259

Ghγ is uniformly exponentially localized in space for γ small, and so convolution1260
with Ghγ is uniformly bounded in γ for γ small between any two algebraically weighted1261
spaces. From this and Lemma 7.5, we obtain1262

‖(L+ − γ2)−1‖L2
r,r→H

2m−1
s,s

≤ C

|γ|β
1263
1264

for r, s, β, and γ as in Proposition 7.4. Again, using the far-field/core decomposition1265
in Section 3.1, we readily obtain Proposition 7.4 from this estimate.1266

We now use this control of the blowup of the resolvent to obtain time decay1267
estimates for the semigroup. Since the resolvent is blowing up at the origin, we can no1268
longer shift our integration contour all the way to the essential spectrum. Instead, we1269
use a classical semigroup theory argument, integrating along a circular arc as pictured1270
in Figure 3.1271

Proposition 7.6. Let − 3
2 < r < 1

2 and s < r − 2. For any β with 1
2 − r < β <1272

−s− 3
2 , there is a constant C > 0 such that the semigroup eLt satisfies for t > 11273

‖eLt‖L2
r→H

2m−1
s

≤ C

t1−
β
2
.(7.7)1274

1275
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Proof. We integrate over the contour Γt = Γ−t ∪Γ0
t ∪Γ+

t pictured in Figure 3. The1276
important piece is the circular arc Γ0

t , which we parameterize for t > 1, fixed, as1277

Γ0
t =

{
λ(ϕ) = c0

t
eiϕ : ϕ ∈ (−ϕ0, ϕ0)

}
1278
1279

with c0, and ϕ0 chosen appropriately so that Γ0
t does not intersect the essential1280

spectrum of L for t > 1, and so that Proposition 7.4 holds for γ2 ∈ Γ0
t for t sufficiently1281

large. The contours Γ±t are rays connecting the Γ0
t to infinity, in the left half plane, as1282

pictured. The semigroup eLt may be written as1283

eLt = − 1
2πi

∫
Γt
eλt(L − λ)−1 dλ.1284

1285

The contributions to this integral from Γ±t are exponentially decaying in time, so we1286
focus only on the integral over Γ0

t . Here we change variables to ξ = λt, so that1287

1
2πi

∫
Γ0
t

eλt(L − λ)−1 dλ = 1
2πi

1
t

∫
Γ0

1

eξ
(
L − ξ

t

)−1
dξ.1288

1289

By Proposition 7.4, we have for t large1290 ∣∣∣∣∣
∣∣∣∣∣
(
L − ξ

t

)−1
∣∣∣∣∣
∣∣∣∣∣
L2
r→H

2m−1
s

≤ C tβ/2

|ξ|β/2
,1291

1292

and so1293 ∣∣∣∣∣
∣∣∣∣∣ 1
2πi

∫
Γ0
t

eλt(L − λ)−1 dλ

∣∣∣∣∣
∣∣∣∣∣
L2
r→H

2m−1
s

≤ C

t1−
β
2

∫
Γ0

1

|eξ| 1
|ξ|β/2

dξ ≤ C

t1−
β
2
,1294

1295

as desired.1296

Theorem 4 readily follows from Proposition 7.6 and a direct nonlinear stability1297
argument as in Section 5. Again, we emphasize that the nonlinearity is still expo-1298
nentially localized due to the extra factor of ω−1, and so we may use strong decay1299
estimates on the nonlinearity to close this argument.1300

8. Examples and discussion.1301
Second order equations. The classical setting for studying invasion fronts is that1302
of second order scalar parabolic equations1303

ut = uxx + f(u).(8.1)13041305

It is well known that if, for instance, f(0) = f(1) = 0, f ′(0) > 0, f ′(1) < 0, and1306
f ′′(u) < 0, then there exist monotone traveling fronts in this equation for all speeds1307
c ≥ clin = 2

√
f ′(0), and that the linearization about the critical front, with c = clin,1308

satisfies our spectral assumptions. In this case unstable point spectrum is ruled out1309
using Sturm-Liouville type arguments [40, Theorem 5.5]. A more detailed discussion1310
of conditions on f which guarantee the existence of monotone fronts above certain1311
speed thresholds is given in [17].1312

To put our spectral assumptions in the context of dichotomies between pushed1313
and pulled fronts, we consider a bistable nonlinearity with a parameter 0 < µ < 1

21314

ut = uxx + u(u+ µ)(1− µ− u).(8.2)13151316
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This equations has three spatially uniform equilibria, of which u ≡ 1− µ and u ≡ −µ1317
are stable, while u ≡ 0 is unstable. It is shown in [17] that if 1

3 < µ ≤ 1
2 , then1318

there exist monotone fronts connecting 1 − µ at −∞ to 0 at +∞ for all speeds1319
c ≥ clin = 2

√
µ(1− µ) — the fronts are pulled, in the sense that the minimal1320

propagation speed matches the linear spreading speed. In this case, our results apply1321
to the critical front with c = clin (one may rescale the amplitude of u by (1− µ)−1 to1322
scale the stable state on the left to u ≡ 1, if desired).1323

However, if 0 < µ < 1
3 , then there exist monotone fronts connecting 1−µ to 0 only1324

for c ≥ cmin = 1+µ√
2 > clin – the fronts are pushed, in that the minimal propagation1325

speed is greater than the linear spreading speed, due to amplifying effects of the1326
nonlinearity. In this case, there still exists a front with c = clin, but this front is not1327
monotone, and hence its linearization has an unstable eigenvalue by Sturm-Liouville1328
considerations, and our assumption on spectral stability, Hypothesis 4, no longer1329
applies. Since this front is unstable, the relevant question for the dynamics of this1330
system is the stability of the pushed front, with c = cmin. This is more straightforward1331
than the stability of the pulled fronts considered here, as the essential spectrum can1332
be stabilized with exponential weights, leaving only a translational eigenvalue at the1333
origin. One then obtains orbital stability of the pushed front by projecting away the1334
effect of this translational eigenvalue, with exponential in time decay to a translate of1335
the front [41].1336

At the transition between pushed and pulled fronts, µ = 1
3 , we have cmin = clin,1337

and there is a monotone front connecting 1 − µ to 0 with this speed. This front is1338
marginally spectrally stable, satisfying Hypotheses 1 and 2 with no unstable point1339
spectrum. However, in this case the front has strong exponential decay, q∗(x) ∼ e−η∗x1340
as x→∞, and so its derivative contributes to a resonance of the linearization in the1341
appropriate exponentially weighted space. Hence our analysis does not apply to this1342
threshold case, and to our knowledge, precise decay rates for perturbations to the1343
front have not been identified.1344
The extended Fisher-KPP equation. The extended Fisher-KPP equation1345

ut = −ε2uxxxx + uxx + f(u)(8.3)13461347

may be derived from reaction-diffusion systems as an amplitude equation near certain1348
co-dimension 2 bifurcation points [36]. If f is of Fisher-KPP type, e.g. f(1) = f(0) =1349
0, f ′(0) > 0, f ′(1) < 0, and f ′′(u) < 0 for u ∈ (0, 1), then this equation is a singular1350
perturbation of the Fisher-KPP equation, and using methods of geometric singular1351
perturbation theory, Rottschäfer and Wayne established in [35] that, exactly as for1352
the Fisher-KPP equation, there is a linear spreading speed clin(ε) such that for all1353
speeds c ≥ clin(ε), there exist monotone front solutions connecting 1 at −∞ to 0 at1354
+∞. In the same paper, Rottschäfer and Wayne also considered stability of these1355
fronts using energy methods, establishing asymptotic stability but without identifying1356
the temporal decay rate.1357

Using functional analytic methods developed to study bifurcation of eigenvalues1358
near resonances in the essential spectrum [34] and to regularize singular perturbations1359
[16], one can view the analysis of the linearization about the critical front here as a1360
perturbation of the corresponding problem for the underlying Fisher-KPP equation,1361
and thereby show that for ε small the linearization has no unstable point spectrum and1362
no resonance at the origin [2]. Our results therefore apply in this case, extending the1363
stability results of [35] by giving a precise description of decay rates for perturbations.1364
We emphasize that here stability cannot be proven using comparison principles.1365
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Systems of equations. Our approach can be readily adapted to systems of parabolic1366
equations satisfying our assumptions. A version of Theorem 1 was recently proved1367
for pulled fronts in a diffusive Lotka-Volterra model by Faye and Holzer [9], using1368
the competitive structure of the system to exclude unstable eigenvalues with the1369
comparison principle. Using our methods, one should obtain an extension of this1370
result, removing the requirement for localization of perturbations on the left, as well1371
as versions of Theorems 2 through 4 in this setting.1372

Our next two examples highlight the importance of our assumption that the1373
linearization about the front is marginally spectrally stable in a fixed exponential1374
weight, with a focus on how this assumption relates to ensuring that the linear1375
spreading speed identified in Hypothesis 1 is the selected nonlinear propagation speed.1376
The first example gives a system in which this assumption on exponential weights is1377
both necessary and sufficient for nonlinear propagation at the linear spreading speed.1378
Consider the following system of equations1379

ut = uxx + u− u3 + εv1380

vt = dvxx + g(v),13811382

with d > 0, g(0) = 0, and g′(0) < 0. This system has a front solution (u(x, t), v(x, t)) =1383
(q∗(x − 2t), 0), where q∗ is the critical Fisher-KPP front in the first equation, with1384
q∗(−∞) = 1 and q∗(∞) = 0. The linearized equations about (u, v) = (0, 0), in the1385
co-moving frame with speed 2, are1386

ut = uxx + 2ux + u,1387

vt = dvxx + 2vx + g′(0)v.13881389

In order to stabilize the essential spectrum in the first equation, we use a smooth1390
positive exponential weight1391

ω(x) =
{
ex, x ≥ 1,
1, x ≤ −1,

1392
1393

writing U = ωu, V = ωv. The linearized equations for U and V about U = V = 0 for1394
x > 1 are then1395

Ut = Uxx,1396

Vt = dVxx + (2− 2d)Vx + (d− 2 + g′(0))V.13971398

In order to have marginal spectral stability in a fixed exponential weight, as required1399
by Hypothesis 4, we must have d < 2− g′(0). Holzer demonstrated in [20] that if this1400
condition is violated, then the system exhibits anomalous spreading — the nonlinear1401
propagation is no longer determined by the condition in Hypothesis 1. In this case,1402
the assumption of marginal stability in a fixed exponential weight, which we use in1403
our analysis, is necessary and sufficient for nonlinear invasion at the linear spreading1404
speed. Our results should apply in this system for d < 2− g′(0), using smallness of the1405
coupling coefficient ε to obtain the spectral stability in Hypothesis 4 via a perturbative1406
argument.1407

If one modifies this system slightly, the situation becomes more subtle. The key1408
modification is to replace the linear coupling term εv with quadratic coupling, as1409
considered by Faye et al. in [10]. The examples there are amplitude equations which1410
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can be derived from systems in which a homogeneous state undergoes a pitchfork1411
bifurcation simultaneously with a Turing bifurcation, and have the form1412

ut = uxx + u− u3 + a1v
2 + a2uv

2,1413

vt = dvxx − b1v − b2v3.14141415

Such systems can be derived as amplitude equations from the class of scalar parabolic1416
equations we consider here, if f(u) = µu− u3 and P is an 8th order even polynomial1417
satisfying1418

P(0) = ε2, P ′(0) = 0, P ′′(0) = 2,1419

P(0) = −b1ε2, P ′(i) = 0, P ′′(i) = 2d.14201421

The linearization about the unstable state (u, v) = (0, 0) is unchanged from the1422
previous example, and so d < 2− b1 is still a necessary condition for the linearization1423
to have marginally stable essential spectrum in a fixed exponential weight. However,1424
because the coupling terms are all at least quadratic in v, unlike in the previous1425
example the linearization about the unstable state is still marginally pointwise stable1426
at c = 2 even for d & 2− b1, in the sense that solutions to1427

ut = uxx + cux + u,1428

vt = dvxx + cvx − b1v14291430

with compactly supported initial data decay exponentially to zero, uniformly in space,1431
for c > 2, but grow for c < 2 [21]. Hence, if d is only slightly larger than 2− b1, the1432
linear spreading speed is still c = 2, and Faye et al. show using pointwise semigroup1433
methods [11] that the pulled front traveling with this speed is nonlinearly stable. Hence1434
this example demonstrates that marginal stability in a fixed exponentially weighted1435
space is not necessary for invasion at the linear spreading speed, although we have1436
used this assumption for our analysis here. For large values of d in this system, the1437
coupling does change the spreading speed to a “resonant spreading speed” which is still1438
linearly determined but not by a simple pinched double root criterion as in Hypothesis1439
1 [10].1440
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