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#### Abstract

The mixed moments for the Askey-Wilson polynomials are found using a bootstrapping method and connection coefficients. A similar bootstrapping idea on generating functions gives a new Askey-Wilson generating function. Modified generating functions of orthogonal polynomials are shown to generate polynomials satisfying recurrences of known degree greater than three. An important special case of this hierarchy is a polynomial which satisfies a four term recurrence, and its combinatorics is studied.


## 1. Introduction

The Askey-Wilson polynomials [1] $p_{n}(x ; a, b, c, d \mid q)$ are orthogonal polynomials in $x$ which depend upon five parameters: $a, b, c, d$ and $q$. In $[2, \S 2]$ Berg and Ismail use a bootstrapping method to prove orthogonality of Askey-Wilson polynomials by initially starting with the orthogonality of the $a=b=c=d=0$ case, the continuous $q$-Hermite polynomials, and successively proving more general orthogonality relations, adding parameters along the way.

In this paper we implement this idea in two different ways. First, using successive connection coefficients for two sets of orthogonal polynomials, we will find explicit formulas for generalized moments of Askey-Wilson polynomials, see Theorem 2.4. This method also gives a heuristic for a relation between the two measures of the two polynomial sets, see Remark 2.3, which is correct for the Askey-Wilson hierarchy. Using this idea we give a new generating function (Theorem 2.9) for Askey-Wilson polynomials when $d=0$.

The second approach is to assume the two sets of polynomials have generating functions which are closely related, up to a $q$-exponential factor. We prove in Theorem 3.1, Theorem 3.6, and Theorem 3.15 that if one set is an orthogonal set, the second set has a recurrence relation of predictable order, which may be greater than three. We give several examples using the AskeyWilson hierarchy.

Finally we consider a more detailed example of the second approach, using a generating function to define a set of polynomials called the discrete big $q$-Hermite polynomials. These polynomials satisfy a 4 -term recurrence relation. We give the moments for the pair of measures for their orthogonality relations. Some of the combinatorics for these polynomials is given in §5. Finally we record in Proposition 6.1 a possible $q$-analogue of the Hermite polynomial addition theorem.

We shall use basic hypergeometric notation, which is in Gasper-Rahman [6] and Ismail [7].

## 2. Askey-Wilson polynomials and connection coefficients

The connection coefficients are defined as the constants obtained when one expands one set of polynomials in terms of another set of polynomials.

For the Askey-Wilson polynomials [7, 15.2.5, p. 383]

$$
p_{n}(x ; a, b, c, d \mid q)=\frac{(a b, a c, a d)_{n}}{a^{n}}{ }_{4} \phi_{3}\left(\left.\begin{array}{c}
q^{-n}, a b c d q^{n-1}, a e^{i \theta}, a e^{-i \theta} \\
a b, a c, a d
\end{array} \right\rvert\, q ; q\right), \quad x=\cos \theta
$$

[^0]we shall use the connection coefficients obtained by successively adding a parameter
$$
(a, b, c, d)=(0,0,0,0) \rightarrow(a, 0,0,0) \rightarrow(a, b, 0,0) \rightarrow(a, b, 0,0) \rightarrow(a, b, c, 0) \rightarrow(a, b, c, d)
$$

Using a simple general result on orthogonal polynomials, we derive an almost immediate proof of an explicit formula for the mixed moments of Askey-Wilson polynomials.

First we set the notation for an orthogonal polynomial set $p_{n}(x)$. Let $\mathcal{L}_{p}$ be the linear functional on polynomials for which orthogonality holds

$$
\mathcal{L}_{p}\left(p_{m}(x) p_{n}(x)\right)=h_{n} \delta_{m n}, \quad 0 \leq m, n
$$

Definition 2.1. The mixed moments of $\mathcal{L}_{p}$ are $\mathcal{L}_{p}\left(x^{n} p_{m}(x)\right), \quad 0 \leq m, n$.
The main tool is the following Proposition, which allows the computation of mixed moments of one set of orthogonal polynomials from another set if the connection coefficients are known.

Proposition 2.2. Let $R_{n}(x)$ and $S_{n}(x)$ be orthogonal polynomials with linear functionals $\mathcal{L}_{R}$ and $\mathcal{L}_{S}$, respectively, such that $\mathcal{L}_{R}(1)=\mathcal{L}_{S}(1)=1$. Suppose that the connection coefficients are

$$
\begin{equation*}
R_{k}(x)=\sum_{i=0}^{k} c_{k, i} S_{i}(x) \tag{1}
\end{equation*}
$$

Then

$$
\mathcal{L}_{S}\left(x^{n} S_{m}(x)\right)=\sum_{k=0}^{n} \frac{\mathcal{L}_{R}\left(x^{n} R_{k}(x)\right)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} c_{k, m} \mathcal{L}_{S}\left(S_{m}(x)^{2}\right)
$$

Proof. If we multiply both sides of (1) by $S_{m}(x)$ and apply $\mathcal{L}_{S}$, we have

$$
\mathcal{L}_{S}\left(R_{k}(x) S_{m}(x)\right)=c_{k, m} \mathcal{L}_{S}\left(S_{m}(x)^{2}\right)
$$

Then by expanding $x^{n}$ in terms of $R_{k}(x)$

$$
x^{n}=\sum_{k=0}^{n} \frac{\mathcal{L}_{R}\left(x^{n} R_{k}(x)\right)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} R_{k}(x)
$$

we find

$$
\mathcal{L}_{S}\left(x^{n} S_{m}(x)\right)=\mathcal{L}_{S}\left(\sum_{k=0}^{n} \frac{\mathcal{L}_{R}\left(x^{n} R_{k}(x)\right)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} R_{k}(x) S_{m}(x)\right)=\sum_{k=0}^{n} \frac{\mathcal{L}_{R}\left(x^{n} R_{k}(x)\right)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} c_{k, m} \mathcal{L}_{S}\left(S_{m}(x)^{2}\right)
$$

Remark 2.3. One may also use the idea of Proposition 2.2 to give a heuristic for representing measures of the linear functionals. Putting $m=0$, if representing measures were absolutely continuous, say $w_{R}(x) d x$ for $R_{n}(x)$, and $w_{S}(x) d x$ for $S_{n}(x)$ then one might guess that

$$
w_{S}(x)=w_{R}(x) \sum_{k=0}^{\infty} \frac{R_{k}(x)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} c_{k, 0}
$$

For the rest of this section we will compute the mixed moments $\mathcal{L}_{p}\left(x^{n} p_{m}(x)\right)$ for the AskeyWilson polynomials using Proposition 2.2 starting from the $q$-Hermite polynomials.

Let $\mathcal{L}_{a, b, c, d}$ be the linear functional for $p_{n}(x ; a, b, c, d \mid q)$ satisfying $\mathcal{L}_{a, b, c, d}(1)=1$. Then $\mathcal{L}=$ $\mathcal{L}_{0,0,0,0}, \mathcal{L}_{a}=\mathcal{L}_{a, 0,0,0}, \mathcal{L}_{a, b}=\mathcal{L}_{a, b, 0,0}$, and $\mathcal{L}_{a, b, c}=\mathcal{L}_{a, b, c, 0}$ are the linear functionals for these polynomials: $q$-Hermite, $H_{n}(x \mid q)=p_{n}(x ; 0,0,0,0 \mid q)$, the big $q$-Hermite $H_{n}(x ; a \mid q)=p_{n}(x ; a, 0,0,0 \mid q)$, the Al-Salam-Chihara $Q_{n}(x ; a, b \mid q)=p_{n}(x ; a, b, 0,0 \mid q)$, and the dual $q$-Hahn $p_{n}(x ; a, b, c \mid q)=$ $p_{n}(x ; a, b, c, 0 \mid q)$.

The $L^{2}$-norms are given by [7, 15.2.4 p.383]

$$
\begin{align*}
\mathcal{L}\left(H_{n}(x \mid q) H_{m}(x \mid q)\right) & =(q)_{n} \delta_{m n}  \tag{2}\\
\mathcal{L}_{a}\left(H_{n}(x ; a \mid q) H_{m}(x ; a \mid q)\right) & =(q)_{n} \delta_{m n}  \tag{3}\\
\mathcal{L}_{a, b}\left(Q_{n}(x ; a, b \mid q) Q_{m}(x ; a, b \mid q)\right) & =(q, a b)_{n} \delta_{m n}  \tag{4}\\
\mathcal{L}_{a, b, c}\left(p_{n}(x ; a, b, c \mid q) p_{m}(x ; a, b, c \mid q)\right) & =(q, a b, a c, b c)_{n} \delta_{m n}  \tag{5}\\
\mathcal{L}_{a, b, c, d}\left(p_{n}(x ; a, b, c, d \mid q) p_{m}(x ; a, b, c, d \mid q)\right) & =\frac{\left(q, a b, a c, a d, b c, b d, c d, a b c d q^{n-1}\right)_{n}}{(a b c d)_{2 n}} \delta_{m n} \tag{6}
\end{align*}
$$

To apply Proposition 2.2, we need the following connection coefficient formula for the AskeyWilson polynomials given in $[1,(6.4)]$

$$
\begin{equation*}
\frac{p_{n}(x ; A, b, c, d \mid q)}{(q, b c, b d, c d)_{n}}=\sum_{k=0}^{n} \frac{p_{k}(x ; a, b, c, d \mid q)}{(q, b c, b d, c d)_{k}} \times \frac{a^{n-k}(A / a)_{n-k}\left(A b c d q^{n-1}\right)_{k}}{\left(a b c d q^{k-1}\right)_{k}\left(q, a b c d q^{2 k}\right)_{n-k}} \tag{7}
\end{equation*}
$$

The following four identities are special cases of (7):

$$
\begin{align*}
H_{n}(x \mid q) & =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} H_{k}(x ; a \mid q) a^{n-k},  \tag{8}\\
H_{n}(x ; a \mid q) & =\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} Q_{k}(x ; a, b \mid q) b^{n-k},  \tag{9}\\
Q_{n}(x ; a, b \mid q) & =(a b)_{n} \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{p_{k}(x ; a, b, c \mid q)}{(a b)_{k}} c^{n-k},  \tag{10}\\
\frac{p_{n}(x ; b, c, d \mid q)}{(q, b c, b d, c d)_{n}} & =\sum_{k=0}^{n} \frac{p_{k}(x ; a, b, c, d \mid q)}{(q, b c, b d, c d)_{k}} \cdot \frac{a^{n-k}}{\left(a b c d q^{k-1}\right)_{k}\left(q, a b c d q^{2 k}\right)_{n-k}} . \tag{11}
\end{align*}
$$

For the initial mixed moment we need the following result proved independently by JosuatVergès [12, Proposition 5.1] and Cigler [3, Proposition 15]

$$
\mathcal{L}\left(x^{n} H_{m}(x ; q)\right)=\frac{(q)_{m}}{2^{n}} \bar{P}(n, m)
$$

where

$$
\bar{P}(n, m)=\sum_{k=m}^{n}\left(\binom{n}{\frac{n-k}{2}}-\binom{n}{\frac{n-k}{2}-1}\right)(-1)^{(k-m) / 2} q^{\left({ }^{(k-m) / 2+1}\right)}\left[\begin{array}{c}
\frac{k+m}{2} \\
\frac{k-m}{2}
\end{array}\right]_{q} .
$$

We shall use the convention $\binom{n}{k}=\left[\begin{array}{l}n \\ k\end{array}\right]_{q}=0$ if $k<0, k>n$, or $k$ is not an integer. Thus $\bar{P}(n, m)=0$ if $n \not \equiv m \bmod 2$.

Theorem 2.4. We have

$$
\begin{align*}
\mathcal{L}_{a}\left(x^{n} H_{m}(x ; a \mid q)\right)= & \frac{(q)_{m}}{2^{n}} \sum_{\alpha \geq 0} \bar{P}(n, \alpha+m)\left[\begin{array}{c}
\alpha+m \\
m
\end{array}\right]_{q} a^{\alpha},  \tag{12}\\
\mathcal{L}_{a, b}\left(x^{n} Q_{m}(x ; a, b \mid q)\right)= & \frac{(q, a b)_{m}}{2^{n}} \sum_{\alpha, \beta \geq 0} \bar{P}(n, \alpha+\beta+m)\left[\begin{array}{c}
\alpha+\beta+m \\
\alpha, \beta, m
\end{array}\right]_{q} a^{\alpha} b^{\beta},  \tag{13}\\
\mathcal{L}_{a, b, c}\left(x^{n} p_{m}(x ; a, b, c \mid q)\right)= & \frac{(q, a c, b c)_{m}}{2^{n}} \sum_{\alpha, \beta, \gamma \geq 0} \bar{P}(n, \alpha+\beta+\gamma+m)\left[\begin{array}{c}
\alpha+\beta+\gamma+m \\
\alpha, \beta, \gamma, m
\end{array}\right]_{q}  \tag{14}\\
& \times a^{\alpha} b^{\beta} c^{\gamma}(a b)_{\gamma+m} \\
\mathcal{L}_{a, b, c, d}\left(x^{n} p_{m}(x ; a, b, c, d \mid q)\right)= & \frac{1}{2^{n}} \sum_{\alpha, \beta, \gamma, \delta \geq 0} a^{\alpha} b^{\beta} c^{\gamma} d^{\delta} \bar{P}(n, \alpha+\beta+\gamma+\delta)\left[\begin{array}{c}
\alpha+\beta+\gamma+\delta \\
\alpha, \beta, \gamma, \delta
\end{array}\right]_{q}  \tag{15}\\
& \times \frac{(b d)_{\alpha}(c d)_{\alpha}(b c)_{\alpha+\delta}}{(a b c d)_{\alpha}} \cdot \frac{(a b, a c, a d)_{m}\left(q^{\alpha} ; q^{-1}\right)_{m}}{a^{m}\left(a b c d q^{\alpha}\right)_{m}} .
\end{align*}
$$

Proof. By (8), Proposition 2.2 and (2),

$$
\begin{aligned}
\mathcal{L}_{a}\left(x^{n} H_{m}(x ; a \mid q)\right) & =\sum_{k=0}^{n} \frac{\mathcal{L}\left(x^{n} H_{k}(x \mid q)\right)}{\mathcal{L}\left(H_{k}(x)^{2}\right)}\left[\begin{array}{c}
k \\
m
\end{array}\right]_{q} a^{k-m} \mathcal{L}_{a}\left(H_{m}(x ; a \mid q)^{2}\right) \\
& =\frac{(q)_{m}}{2^{n}} \sum_{k=0}^{n} \bar{P}(n, k)\left[\begin{array}{c}
k \\
m
\end{array}\right]_{q} a^{k-m} .
\end{aligned}
$$

Equations (13), (14), and (15) can be proved similarly using the connection coefficient formulas (9), (10), and (11).

We note that Ismail and Rahman [8, Theorem 3.2] found a formula for

$$
\mathcal{L}_{a, b, c, d}\left(\left(v e^{i \theta}, v e^{-i \theta}\right)_{n} p_{k}(x ; a, b, c, d \mid q)\right) .
$$

Letting $m=0$ in (15) we obtain a formula for the $n$th moment of the Askey-Wilson polynomials.
Corollary 2.5. We have

$$
\mathcal{L}_{a, b, c, d}\left(x^{n}\right)=\frac{1}{2^{n}} \sum_{\alpha, \beta, \gamma, \delta \geq 0} a^{\alpha} b^{\beta} c^{\gamma} d^{\delta} \bar{P}(n, \alpha+\beta+\gamma+\delta)\left[\begin{array}{c}
\alpha+\beta+\gamma+\delta  \tag{16}\\
\alpha, \beta, \gamma, \delta
\end{array}\right]_{q} \frac{(b d)_{\alpha}(c d)_{\alpha}(b c)_{\alpha+\delta}}{(a b c d)_{\alpha}}
$$

In [14] the authors found a slightly different formula

$$
\mathcal{L}_{a, b, c, d}\left(x^{n}\right)=\frac{1}{2^{n}} \sum_{\alpha, \beta, \gamma, \delta \geq 0} a^{\alpha} b^{\beta} c^{\gamma} d^{\delta} \bar{P}(n, \alpha+\beta+\gamma+\delta)\left[\begin{array}{c}
\alpha+\beta+\gamma+\delta \\
\alpha, \beta, \gamma, \delta
\end{array}\right]_{q} \frac{(a d)_{\beta+\gamma}(a c)_{\beta}(b d)_{\gamma}}{(a b c d)_{\beta+\gamma}},
$$

which can be rewritten using the symmetry in $a, b, c, d$ as

$$
\mathcal{L}_{a, b, c, d}\left(x^{n}\right)=\frac{1}{2^{n}} \sum_{\alpha, \beta, \gamma, \delta \geq 0} a^{\alpha} b^{\beta} c^{\gamma} d^{\delta} \bar{P}(n, \alpha+\beta+\gamma+\delta)\left[\begin{array}{c}
\alpha+\beta+\gamma+\delta  \tag{17}\\
\alpha, \beta, \gamma, \delta
\end{array}\right]_{q} \frac{(b c)_{\alpha+\delta}(b d)_{\alpha}(a c)_{\delta}}{(a b c d)_{\alpha+\delta}}
$$

One can obtain (17) from (16) by applying the ${ }_{3} \phi_{1}$-transformation [6, (III.8)] to the $\alpha$-sum after fixing $\gamma, \delta$, and $N=\alpha+\beta$.

We next check if the heuristic in Remark 2.3 leads to correct results in these cases. The absolutely continuous Askey-Wilson measure $w(x ; a, b, c, d \mid q)$ with total mass 1 for $0<q<1$, $\max (|a|,|b|,|b|,|d|)<1$ is, if $x=\cos \theta, \theta \in[0, \pi]$,

$$
\begin{align*}
w(\cos \theta ; a, b, c, d \mid q)= & \frac{(q, a b, a c, a d, b c, b d, c d)_{\infty}}{2 \pi(a b c d)_{\infty}}  \tag{18}\\
& \times \frac{\left(e^{2 i \theta}, e^{-2 i \theta}\right)_{\infty}}{\left(a e^{i \theta}, a e^{-i \theta}, b e^{i \theta}, b e^{-i \theta}, c e^{i \theta}, c e^{-i \theta}, d e^{i \theta}, d e^{-i \theta}\right)_{\infty}}
\end{align*}
$$

Then the measures for the $q$-Hermite $H_{n}(x \mid q)$, the big $q$-Hermite $H_{n}(x ; a \mid q)$, the Al-SalamChihara $Q_{n}(x ; a, b \mid q)$, and the dual $q$-Hahn $p_{n}(x ; a, b, c \mid q)$ are, respectively, $w(\cos \theta ; 0,0,0,0 \mid q)$, $w(\cos \theta ; a, 0,0,0 \mid q), w(\cos \theta ; a, b, 0,0 \mid q)$, and $w(\cos \theta ; a, b, c, 0 \mid q)$. Notice that each successive measure comes from the previous measure by inserting infinite products.

Example 2.6. Let $R_{k}(x)=H_{k}(x \mid q)$ and $S_{k}(x)=H_{k}(x ; a \mid q)$ so that

$$
w_{S}(\cos \theta)=w_{R}(\cos \theta) \frac{1}{\left(a e^{i \theta}, a e^{-i \theta}\right)_{\infty}}
$$

In this case, we have $\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)=(q)_{k}$ and

$$
R_{k}(x)=\sum_{i=0}^{k} c_{k, i} S_{i}(x)
$$

where $c_{k, i}=\left[\begin{array}{l}k \\ i\end{array}\right]_{q} a^{k-i}$. By the heuristic in Remark 2.3,

$$
w_{S}(x)=w_{R}(x) \sum_{k=0}^{\infty} \frac{R_{k}(x)}{(q)_{k}} a^{k}=w_{R}(x) \frac{1}{\left(a e^{i \theta}, a e^{-i \theta}\right)_{\infty}}
$$

where we have used the $q$-Hermite generating function [13, (14.26.11), p.542].

Example 2.7. Let $R_{k}(x)=H_{k}(x ; a \mid q)$ and $S_{k}(x)=Q_{k}(x ; a, b \mid q)$ so that

$$
w_{S}(\cos \theta)=w_{R}(\cos \theta) \frac{(a b)_{\infty}}{\left(b e^{i \theta}, b e^{-i \theta}\right)_{\infty}}
$$

In this case, we have $\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)=(q)_{k}$ and

$$
R_{k}(x)=\sum_{i=0}^{k} c_{k, i} S_{i}(x)
$$

where $c_{k, i}=\left[\begin{array}{c}k \\ i\end{array}\right]_{q} b^{k-i}$. By the heuristic in Remark 2.3,

$$
w_{S}(x)=w_{R}(x) \sum_{k=0}^{\infty} \frac{R_{k}(x)}{(q)_{k}} c^{k}=w_{R}(x) \frac{(a b)_{\infty}}{\left(b e^{i \theta}, b e^{-i \theta}\right)_{\infty}}
$$

where we have used the big $q$-Hermite generating function [13, (14.18.13), p.512].
Example 2.8. Let $R_{k}(x)=Q_{k}(x ; a, b \mid q)$ and $S_{k}(x)=p_{k}(x ; a, b, c \mid q)$ so that

$$
w_{S}(\cos \theta)=w_{R}(\cos \theta) \frac{(a c, b c)_{\infty}}{\left(c e^{i \theta}, c e^{-i \theta}\right)_{\infty}}
$$

In this case, we have $\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)=(q, a b)_{k}$ and

$$
R_{k}(x)=\sum_{i=0}^{k} c_{k, i} S_{i}(x)
$$

where $c_{k, i}=\left[\begin{array}{c}k \\ i\end{array}\right]_{q} \frac{(a b)_{k}}{(a b)_{i}} c^{k-i}$. By the heuristic in Remark 2.3,

$$
w_{S}(x)=w_{R}(x) \sum_{k=0}^{\infty} \frac{R_{k}(x)}{(q, a b)_{k}}(a b)_{k} c^{k}=w_{R}(x) \frac{(a c, b c)_{\infty}}{\left(c e^{i \theta}, c e^{-i \theta}\right)_{\infty}}
$$

where we have used the Al-Salam-Chihara generating function [13, (14.8.13), p.458].
Notice that in the above example we used the known generating function for the Al-SalamChihara polynomials $Q_{n}(x ; a, b \mid q)$. If we apply the same steps to $R_{k}(x)=p_{k}(x ; a, b, c, 0 \mid q)$ and $S_{k}(x)=p_{k}(x ; a, b, c, d \mid q)$, a new generating function appears.

Theorem 2.9. We have

$$
(a b c t)_{\infty} \sum_{k=0}^{\infty} \frac{p_{k}(x ; a, b, c, 0 \mid q)}{(q, a b c t)_{k}} t^{k}=\frac{(a t, b t, c t)_{\infty}}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}}
$$

Proof. We must show

$$
\begin{equation*}
(a b c t)_{\infty} \sum_{n=0}^{\infty} \frac{t^{n}}{(q, a b c t)_{n}} p_{n}(x ; a, b, c, 0 \mid q)=\frac{(b t, c t)_{\infty}}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}}(a t)_{\infty} \tag{19}
\end{equation*}
$$

Using the Al-Salam-Chihara generating function and the $q$-binomial theorem [6, (II.3), p. 354], (19) is equivalent to

$$
\begin{equation*}
\sum_{n=0}^{N} \frac{p_{n}(x ; b, c, 0,0 \mid q)}{(q)_{n}} \frac{\left.(-a)^{N-n} q^{\left({ }^{N-n}\right)}\right)}{(q)_{N-n}}=\sum_{n=0}^{N} \frac{p_{n}(x ; a, b, c, 0 \mid q)}{(q)_{n}} \frac{\left.\left(-a b c q^{n}\right)^{N-n} q^{\left({ }^{N-n}\right)^{2}}\right)}{(q)_{N-n}} \tag{20}
\end{equation*}
$$

Now use the connection coefficients

$$
p_{n}(x ; b, c, 0,0 \mid q)=(b c)_{n} \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} p_{k}(x ; a, b, c, 0 \mid q) \frac{a^{n-k}}{(b c)_{k}}
$$

to show that (20) follows from

$$
\sum_{n=k}^{N} \frac{(b c)_{n}}{(q)_{n}}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} \frac{a^{N-k}}{(b c)_{k}} \frac{(-1)^{N-n} q^{\left(\left(_{2}^{2-n}\right)\right.}}{(q)_{N-n}}=\frac{1}{(q)_{k}} \frac{\left(-a b c q^{k}\right)^{N-k}}{(q)_{N-k}} q^{\left({ }^{N-k}\right)}
$$

This summation is a special case of the $q$-Vandermonde theorem [6, (II.6), p. 354].

A generalization of Theorem 2.9 to Askey-Wilson polynomials is given in [11].
A natural generalization of the mixed moments in (15) is

$$
\mathcal{L}_{a, b, c, d}\left(x^{n} p_{m}(x ; a, b, c, d \mid q) p_{\ell}(x ; a, b, c, d \mid q)\right)
$$

For general orthogonal polynomials Viennot has given a combinatorial interpretation for $\mathcal{L}\left(x^{n} p_{m} p_{\ell}\right)$ in terms of weighted Motzkin paths. An explicit formula when $p_{n}=p_{n}(x ; a, b, c, d \mid q)$ may be given using (7) and a $q$-Taylor expansion [10], but we do not state the result here.

## 3. Generating functions

In $\S 2$ we noted the following generating functions for our bootstrapping polynomials: continuous $q$-Hermite $H_{n}(x \mid q)$, continuous big $q$-Hermite $H_{n}(x ; a \mid q)$, and Al-Salam-Chihara $Q_{n}(x ; a, b \mid q)$

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{H_{n}(x \mid q)}{(q)_{n}} t^{n}=\frac{1}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}},  \tag{21}\\
& \sum_{n=0}^{\infty} \frac{H_{n}(x ; a \mid q)}{(q)_{n}} t^{n}=\frac{(a t)_{\infty}}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}},  \tag{22}\\
& \sum_{n=0}^{\infty} \frac{Q_{n}(x ; a, b \mid q)}{(q)_{n}} t^{n}=\frac{(a t, b t)_{\infty}}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}} \tag{23}
\end{align*}
$$

Note that (22) is obtained from (21) by multiplying by $(a t)_{\infty}$ and (23) is obtained from (22) by multiplying by $(b t)_{\infty}$. However, if we multiply (23) by $(c t)_{\infty}$, we no longer have a generating function for orthogonal polynomials. It is the generating function for polynomials which satisfy a recurrence relation of finite order, but longer than order three, which orthogonal polynomials have.

The purpose of this section is to explain this phenomenon. We consider polynomials whose generating function are obtained by multiplying the generating function of orthogonal polynomials by $(y t)_{\infty}$ or $1 /(-y t)_{\infty}$.

We say that polynomials $p_{n}(x)$ satisfy a d-term recurrence relation if there exist a real number $A$ and sequences $\left\{b_{n}^{(0)}\right\}_{n \geq 0},\left\{b_{n}^{(1)}\right\}_{n \geq 1}, \ldots,\left\{b_{n}^{(d-2)}\right\}_{n \geq d-2}$ such that, for $n \geq 0$,

$$
p_{n+1}(x)=\left(A x-b_{n}^{(0)}\right) p_{n}(x)-b_{n}^{(1)} p_{n-1}(x)-\cdots-b_{n}^{(d-2)} p_{n-d+2}(x)
$$

where $p_{i}(x)=0$ for $i<0$.
Theorem 3.1. Let $p_{n}(x)$ be polynomials satisfying $p_{n+1}(x)=\left(A x-b_{n}\right) p_{n}(x)-\lambda_{n} p_{n-1}(x)$ for $n \geq 0$, where $p_{-1}(x)=0$ and $p_{0}(x)=1$. If $b_{k}$ and $\frac{\lambda_{k}}{1-q^{k}}$ are polynomials in $q^{k}$ of degree $r$ and $s$, respectively, which are independent of $y$, then the polynomials $P_{n}^{(1)}(x, y)$ in $x$ defined by

$$
\sum_{n=0}^{\infty} P_{n}^{(1)}(x, y) \frac{t^{n}}{(q)_{n}}=(y t)_{\infty} \sum_{n=0}^{\infty} p_{n}(x) \frac{t^{n}}{(q)_{n}}
$$

satisfy a d-term recurrence relation for $d=\max (r+2, s+3)$.
We use two lemmas to prove Theorem 3.1. In the following lemmas we use the same notations as in Theorem 3.1.

Lemma 3.2. We have

$$
P_{n}^{(1)}(x, y)=P_{n}^{(1)}(x, y q)-y\left(1-q^{n}\right) P_{n-1}^{(1)}(x, y q)
$$

Proof. This is obtained by equating the coefficients of $t^{n}$ in

$$
\sum_{n=0}^{\infty} P_{n}^{(1)}(x, y) \frac{t^{n}}{(q)_{n}}=(1-y t) \sum_{n=0}^{\infty} P_{n}^{(1)}(x, y q) \frac{t^{n}}{(q)_{n}}
$$

Lemma 3.3. Suppose that $b_{k}$ and $\frac{\lambda_{k}}{1-q^{k}}$ are polynomials in $q^{k}$ of degree $r$ and $s$, respectively, i.e.,

$$
b_{k}=\sum_{j=0}^{r} c_{j}\left(q^{k}\right)^{j}, \quad \frac{\lambda_{k}}{1-q^{k}}=\sum_{j=0}^{s} d_{j}\left(q^{k}\right)^{j}
$$

Then

$$
P_{n+1}^{(1)}(x, y)=(A x-y) P_{n}^{(1)}(x, y q)-\sum_{j=0}^{r} c_{j} q^{n j} P_{n}^{(1)}\left(x, y q^{1-j}\right)-\left(1-q^{n}\right) \sum_{j=0}^{s} d_{j} q^{n j} P_{n-1}^{(1)}\left(x, y q^{1-j}\right)
$$

Proof. Expanding $(y t)_{\infty}$ using the $q$-binomial theorem, we have

$$
P_{n}^{(1)}(x, y)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{k} y^{k} q^{\binom{k}{2}} p_{n-k}(x)
$$

Using the relation $\left[\begin{array}{c}n+1 \\ k\end{array}\right]_{q}=\left[\begin{array}{c}n \\ k-1\end{array}\right]_{q}+q^{k}\left[\begin{array}{l}n \\ k\end{array}\right]_{q}$, we have

$$
\begin{aligned}
P_{n+1}^{(1)}(x, y) & =\sum_{k=0}^{n+1}\left(\left[\begin{array}{c}
n \\
k-1
\end{array}\right]_{q}+q^{k}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}\right)(-1)^{k} y^{k} q^{\binom{k}{2}} p_{n+1-k}(x) \\
& =-y P_{n}^{(1)}(x, y q)+\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{k}(y q)^{k} q^{\binom{k}{2}} p_{n+1-k}(x)
\end{aligned}
$$

By $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}=\frac{1-q^{n}}{1-q^{n-k}}\left[\begin{array}{c}n-1 \\ k\end{array}\right]_{q}$ and the 3-term recurrence

$$
p_{n+1-k}(x)=\left(A x-b_{n-k}\right) p_{n-k}(x)-\lambda_{n-k} p_{n-1-k}(x)
$$

we get

$$
\begin{align*}
P_{n+1}^{(1)}(x, y)=(A x-y) P_{n}^{(1)}(x, y q) & -\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{k}(y q)^{k} q^{\binom{k}{2}} p_{n-k}(x) b_{n-k}  \tag{24}\\
& -\left(1-q^{n}\right) \sum_{k=0}^{n-1}\left[\begin{array}{c}
n-1 \\
k
\end{array}\right]_{q}(-1)^{k}(y q)^{k} q^{\binom{k}{2}} p_{n-1-k}(x) \frac{\lambda_{n-k}}{1-q^{n-k}} .
\end{align*}
$$

Since

$$
b_{n-k}=\sum_{j=0}^{r} c_{j} q^{n j}\left(q^{k}\right)^{-j}, \quad \frac{\lambda_{n-k}}{1-q^{n-k}}=\sum_{j=0}^{s} q^{n j} d_{j}\left(q^{k}\right)^{-j}
$$

and

$$
P_{n}^{(1)}\left(x, y q^{1-j}\right)=\sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}(-1)^{k}(y q)^{k} q^{\binom{k}{2}} p_{n-k}(x)\left(q^{k}\right)^{-j}
$$

we obtain the desired recurrence relation.
Now we can prove Theorem 3.1.
Proof of Theorem 3.1. By Lemma 3.3, we can write

$$
P_{n+1}^{(1)}(x, y)=(A x-y) P_{n}^{(1)}(x, y q)-\sum_{j=0}^{r} c_{j} q^{n j} P_{n}^{(1)}\left(x, y q^{1-j}\right)-\left(1-q^{n}\right) \sum_{j=0}^{s} d_{j} q^{n j} P_{n-1}^{(1)}\left(x, y q^{1-j}\right) .
$$

Using Lemma 3.2 we can express $P_{k}^{(1)}\left(x, y q^{1-j}\right)$ as a linear combination of

$$
P_{k}^{(1)}(x, y q), P_{k-1}^{(1)}(x, y q), \ldots, P_{k-j}^{(1)}(x, y q) .
$$

Replacing $y$ by $y / q$, we obtain a $\max (r+2, s+3)$-term recurrence relation for $P_{n}^{(1)}(x, y)$.
Remark 3.4. One may verify that the order of recurrence for $P_{n}^{(1)}(x, y)$ is exactly $\max (2+r, 3+s)$ in the following way. Lemma 3.2 is applied $s$ times to the term $P_{n-1}^{(1)}\left(x, y q^{1-s}\right)$ to obtain a linear combination of $P_{n-1}^{(1)}(x, y q), P_{n-2}^{(1)}(x, y q), \cdots, P_{n-s-1}^{(1)}(x, y q)$. The coefficient of $P_{n-s-1}^{(1)}(x, y q)$ in this expansion is $(-1)^{s}\left(q^{n-1} ; q^{-1}\right)_{s} y^{s} q^{\binom{s}{2}}$. Similarly, considering $P_{n}^{(1)}\left(x, y q^{1-r}\right)$, the coefficient of $P_{n-r}^{(1)}(x, y q)$ in the expansion is $(-1)^{r}\left(q^{n} ; q^{-1}\right)_{r} y^{r} q^{\binom{r}{2}}$. These terms are non-zero, give a recurrence of order $\max (r+2, s+3)$, and could only cancel if $r=s+1$. In this case, the coefficient of $P_{n-s-1}^{(1)}(x, y q)$ is

$$
\left(q^{n} ; q^{-1}\right)_{s+1}(-1)^{s+1} y^{s} q^{\binom{s}{2}} q^{n s}\left(d_{s}-y c_{r} q^{r+s}\right)
$$

Since $d_{s}$ and $c_{r}$ are non-zero and independent of $y$, this is non-zero.
Remark 3.5. Theorem 3.1 can be generalized for polynomials $p_{n}(x)$ satisfying a finite term recurrence relation of order greater than 3. For instance, if $p_{n+1}(x)=\left(A x-b_{n}\right) p_{n}(x)-\lambda_{n} p_{n-1}(x)-$ $\nu_{n} p_{n-2}(x)$, then using $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}=\frac{1-q^{n}}{1-q^{n-k}}\left[\begin{array}{c}n-1 \\ k\end{array}\right]_{q}$ twice one can see that Equation (24) has the following extra sum in the right hand side:

$$
-\left(1-q^{n}\right)\left(1-q^{n-1}\right) \sum_{k=0}^{n-1}\left[\begin{array}{c}
n-1 \\
k
\end{array}\right]_{q}(-1)^{k}(y q)^{k} q^{\binom{k}{2}} p_{n-2-k}(x) \frac{\nu_{n-k}}{\left(1-q^{n-k}\right)\left(1-q^{n-k-1}\right)}
$$

Thus if $\frac{\nu_{k}}{\left(1-q^{k}\right)\left(1-q^{k-1}\right)}$ is a polynomial in $q^{k}$ then $P_{n}^{(1)}(x, y)$ satisfy a finite term recurrence relation.
Note that by using Lemmas 3.2 and 3.3, one can find a recurrence relation for $P_{n}^{(1)}(x, y)$ in Theorem 3.1.

An analogous theorem holds for polynomial in $q^{-k}$. We state the result without proof.
Theorem 3.6. Let $p_{n}(x)$ be polynomials satisfying $p_{n+1}(x)=\left(A x-b_{n}\right) p_{n}(x)-\lambda_{n} p_{n-1}(x)$ for $n \geq 0$, where $p_{-1}(x)=0$ and $p_{0}(x)=1$. If $b_{k}$ and $\frac{\lambda_{k}}{1-q^{k}}$ are polynomials in $q^{-k}$ of degree $r$ and $s$, respectively, which are independent of $y$, and the constant term of $\frac{\lambda_{k}}{1-q^{k}}$ is zero, then the polynomials $P_{n}^{(2)}(x, y)$ defined by

$$
\sum_{n=0}^{\infty} P_{n}^{(2)}(x, y) \frac{q^{\binom{n}{2}} t^{n}}{(q)_{n}}=\frac{1}{(-y t)_{\infty}} \sum_{n=0}^{\infty} p_{n}(x) \frac{q^{\binom{n}{2}} t^{n}}{(q)_{n}}
$$

satisfy a d-term recurrence relation for $d=\max (r+1, s+2)$.
We now give several applications of Theorem 3.1 and Theorem 3.6. In the following examples, we use the notation in these theorems.

Example 3.7. Let $p_{n}(x)$ be the continuous $q$-Hermite polynomial $H_{n}(x \mid q)$. Then $A=2, b_{n}=0$, and $\lambda_{n}=1-q^{n}$. Since $r=-\infty$ and $s=0, P_{n}^{(1)}(x, y)$ satisfies a 3-term recurrence relation. By Lemma 3.3, we have

$$
P_{n+1}^{(1)}(x, y)=(2 x-y) P_{n}^{(1)}(x, y q)-\left(1-q^{n}\right) P_{n-1}^{(1)}(x, y q)
$$

By Lemma 3.2 we have

$$
P_{n+1}^{(1)}(x, y)=P_{n+1}^{(1)}(x, y q)-y\left(1-q^{n}\right) P_{n}^{(1)}(x, y q)
$$

Thus

$$
P_{n+1}^{(1)}(x, y q)=\left(2 x-y q^{n}\right) P_{n}^{(1)}(x, y q)-\left(1-q^{n}\right) P_{n-1}^{(1)}(x, y q)
$$

Replacing $y$ by $y / q$ we obtain

$$
P_{n+1}^{(1)}(x, y)=\left(2 x-y q^{n-1}\right) P_{n}^{(1)}(x, y)-\left(1-q^{n}\right) P_{n-1}^{(1)}(x, y)
$$

Thus $P_{n}(x, y)$ are orthogonal polynomials, which are the continuous big $q$-Hermite polynomials $H_{n}(x ; y \mid q)$.

Example 3.8. Let $p_{n}(x)$ be the continuous big $q$-Hermite polynomials $H_{n}(x ; a \mid q)$. Then $A=$ $2, b_{n}=a q^{n}$, and $\lambda_{n}=1-q^{n}$. Since $r=1$ and $s=0, P_{n}^{(1)}(x, y)$ satisfies a 3 -term recurrence relation. Using the same method as in the previous example, we obtain

$$
P_{n+1}^{(1)}(x, y)=\left(2 x-(a+y) q^{n}\right) P_{n}^{(1)}(x, y)-\left(1-q^{n}\right)\left(1-a y q^{n-1}\right) P_{n-1}^{(1)}(x, y) .
$$

Thus $P_{n}^{(1)}(x, y)$ are orthogonal polynomials, which are the Al-Salam-Chihara polynomials $Q_{n}(x ; a, y \mid q)$.
Example 3.9. Let $p_{n}(x)$ be the Al-Salam-Chihara polynomials $Q_{n}(x ; a, b \mid q)$. Then $A=2, b_{n}=$ $(a+b) q^{n}$, and $\lambda_{n}=\left(1-q^{n}\right)\left(1-a b q^{n-1}\right)$. Since $r=1$ and $s=1, P_{n}(x, y)$ satisfies a 4-term recurrence relation. By Lemma 3.3, we have
$P_{n+1}^{(1)}(x, y)=(2 x-y) P_{n}^{(1)}(x, y q)-(a+b) q^{n} P_{n}^{(1)}(x, y)-\left(1-q^{n}\right)\left(-a b q^{n-1} P_{n-1}^{(1)}(x, y)+P_{n-1}^{(1)}(x, y q)\right)$.
Using Lemma 3.2 we get
$P_{n+1}^{(1)}=\left(2 x-(a+b+y) q^{n}\right) P_{n}^{(1)}-\left(1-q^{n}\right)\left(1-(a b+a y+b y) q^{n-1}\right) P_{n-1}^{(1)}-a b y q^{n-2}\left(1-q^{n}\right)\left(1-q^{n-1}\right) P_{n-2}^{(1)}$.
Example 3.10. Let $p_{n}(x)$ be the continuous dual $q$-Hahn polynomials $p_{n}(x ; a, b, c \mid q)$. Then $A=2$ and

$$
\begin{aligned}
b_{n} & =(a+b+c) q^{n}-a b c q^{2 n}-a b c q^{2 n-1} \\
\lambda_{n} & =\left(1-q^{n}\right)\left(1-a b q^{n-1}\right)\left(1-b c q^{n-1}\right)\left(1-c a q^{n-1}\right)
\end{aligned}
$$

Since $r=2$ and $s=3, P_{n}(x, y)$ satisfies a 6 -term recurrence relation. It is possible to find an explicit recurrence relation using the same idea as in the previous example.

Example 3.11. Let $p_{n}(x)$ be the discrete $q$-Hermite I polynomial $h_{n}(x ; q)$. Then $A=1, b_{n}=0$, and $\lambda_{n}=q^{n-1}\left(1-q^{n}\right)$. Since $r=-\infty$ and $s=1, P_{n}^{(1)}(x, y)$ satisfies a 4-term recurrence relation which is
$P_{n+1}^{(1)}(x, y)=\left(x-y q^{n}\right) P_{n}^{(1)}(x, y)-q^{n-1}\left(1-q^{n}\right) P_{n-1}^{(1)}(x, y)+y q^{n-2}\left(1-q^{n}\right)\left(1-q^{n-1}\right) P_{n-2}^{(1)}(x, y)$.
In $\S 4$ we will study $P_{n}^{(1)}(x, y)=h_{n}(x, y ; q)$, the discrete big $q$-Hermite I polynomials $h_{n}(x, y ; q)$. This is a proof of Theorem 4.3.

Example 3.12. Let $p_{n}(x)$ be the discrete $q$-Hermite II polynomial $\tilde{h}_{n}(x ; q)$. Then $A=1, b_{n}=0$, and $\lambda_{n}=q^{-2 n+1}\left(1-q^{n}\right)$. Since $b_{n}$ and $\lambda_{n} /\left(1-q^{n}\right)$ are polynomials in $q^{-n}$ of degrees $-\infty$ and 2 , respectively, and the constant term of $\lambda_{n} /\left(1-q^{n}\right)$ is 0 , so $P_{n}^{(2)}(x, y)$ satisfies a 4-term recurrence relation. It is
$P_{n+1}^{(2)}(x, y)=\left(x-y q^{-n}\right) P_{n}^{(2)}(x, y)-q^{-2 n+1}\left(1-q^{n}\right) P_{n-1}^{(2)}(x, y)-y q^{3-3 n}\left(1-q^{n}\right)\left(1-q^{n-1}\right) P_{n-2}^{(2)}(x, y)$. $P_{n}^{(2)}(x, y)$ are the discrete big $q$-Hermite II polynomials $\tilde{h}_{n}(x, y ; q)$ of $\S 5$.
Example 3.13. The Al-Salam-Carlitz I polynomials $U_{n}^{(a)}(x ; q)$ are defined by

$$
\sum_{n=0}^{\infty} \frac{U_{n}^{(a)}(x ; q)}{(q)_{n}} t^{n}=\frac{(t)_{\infty}(a t)_{\infty}}{(x t)_{\infty}}
$$

They have the 3 -term recurrence relation

$$
U_{n+1}^{(a)}(x ; q)=\left(x-(1+a) q^{n}\right) U_{n}^{(a)}(x ; q)+a q^{n-1}\left(1-q^{n}\right) U_{n-1}^{(a)}(x ; q)
$$

Let $p_{n}(x)$ be the polynomials with generating function

$$
\sum_{n=0}^{\infty} \frac{p_{n}(x)}{(q)_{n}} t^{n}=\frac{(t)_{\infty}}{(x t)_{\infty}}=\sum_{n=0}^{\infty} \frac{x^{n}(1 / x)_{n}}{(q)_{n}} t^{n}
$$

Then $p_{n}(x)=x^{n}(1 / x)_{n}$. Thus $p_{n+1}(x)=\left(x-q^{n}\right) p_{n}(x)$, and we have $A=1, b_{n}=q^{n}$, and $\lambda_{n}=0$, and $U_{n}^{(a)}(x ; q)=P_{n}^{(1)}(x, a)$.

Example 3.14. The Al-Salam-Carlitz II polynomials $V_{n}^{(a)}(x ; q)$ are defined by

$$
\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\binom{n}{2}}}{(q)_{n}} V_{n}^{(a)}(x ; q) t^{n}=\frac{(x t)_{\infty}}{(t)_{\infty}(a t)_{\infty}}
$$

They have the 3 -term recurrence relation

$$
\begin{equation*}
V_{n+1}^{(a)}(x ; q)=\left(x-(1+a) q^{-n}\right) V_{n}^{(a)}(x ; q)-a q^{-2 n+1}\left(1-q^{n}\right) V_{n-1}^{(a)}(x ; q) \tag{25}
\end{equation*}
$$

Let $p_{n}(x)$ be the polynomials with generating function

$$
\sum_{n=0}^{\infty} \frac{q^{\binom{n}{2}}}{(q)_{n}} p_{n}(x) t^{n}=\frac{(x t)_{\infty}}{(t)_{\infty}}=\sum_{n=0}^{\infty} \frac{(x)_{n}}{(q)_{n}} t^{n}=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\binom{n}{2}} x^{n}(1 / x)_{n}}{(q)_{n}} t^{n}
$$

Then $p_{n}(x)=(-1)^{n} x^{n}(1 / x)_{n}$. Thus $p_{n+1}(x)=\left(-x+q^{-n}\right) p_{n}(x)$, and we have $A=-1, b_{n}=-q^{-n}$, and $\lambda_{n}=0$ and we obtain $V_{n}^{(a)}(x ; q)=(-1)^{n} P_{n}^{(2)}(-x,-a)$ and (25).

Garrett, Ismail, and Stanton [5, Section 7] considered the polynomials $\hat{H}_{n}(x \mid q)$ defined by the generating function

$$
\sum_{n=0}^{\infty} \hat{H}_{n}(x \mid q) \frac{t^{n}}{(q)_{n}}=\frac{\left(t^{2}\right)_{\infty}}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}}=\left(t^{2}\right)_{\infty} \sum_{n=0}^{\infty} H_{n}(x \mid q) \frac{t^{n}}{(q)_{n}}
$$

It turns out that $p_{n}=\hat{H}_{n}(x \mid q)$ satisfies the 5 -term recurrence relation

$$
p_{n+1}=2 x p_{n}+\left(q^{2 n}+q^{2 n-1}-q^{n-1}-1\right) p_{n-1}+q^{n-2}\left(1-q^{n}\right)\left(1-q^{n-1}\right)\left(1-q^{n-2}\right) p_{n-3}
$$

The following generalization of Theorem 3.1 explains this phenomenon for $m=2, r=0$, and $s=0$. We omit the proof, which is similar to that of Theorem 3.1.

Theorem 3.15. Let $m$ be a positive integer. Let $p_{n}(x)$ be polynomials satisfying $p_{n+1}(x)=$ $\left(A x-b_{n}\right) p_{n}(x)-\lambda_{n} p_{n-1}(x)$ for $n \geq 0$, where $p_{-1}(x)=0$ and $p_{0}(x)=1$. If $b_{k}$ and $\frac{\lambda_{k}}{1-q^{k}}$ are polynomials in $q^{k}$ of degree $r$ and $s$, respectively, which are independent of $y$, then the polynomials $P_{n}(x, y)$ in $x$ defined by

$$
\sum_{n=0}^{\infty} P_{n}(x, y) \frac{t^{n}}{(q)_{n}}=\left(y t^{m}\right)_{\infty} \sum_{n=0}^{\infty} p_{n}(x) \frac{t^{n}}{(q)_{n}}
$$

satisfy a d-term recurrence relation for $d=\max \left(r m^{2}+2, s m^{2}+3, m^{2}+1\right)$.

## 4. Discrete big $q$-Hermite polynomials

In this section we study a set of polynomials which satisfy a 4-term recurrence relation, called the discrete big $q$-Hermite polynomials (see Definition 4.1). These polynomials generalize the discrete $q$-Hermite polynomials and appear in Example 3.11.

Recall [7] that the continuous $q$-Hermite polynomials $H_{n}(x \mid q)$ are defined by

$$
\sum_{n=0}^{\infty} \frac{H_{n}(x \mid q)}{(q)_{n}} t^{n}=\frac{1}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}}
$$

and the continuous big $q$-Hermite polynomials $H_{n}(x ; a \mid q)$ are defined by

$$
\sum_{n=0}^{\infty} \frac{H_{n}(x ; a \mid q)}{(q)_{n}} t^{n}=\frac{(a t)_{\infty}}{\left(t e^{i \theta}, t e^{-i \theta}\right)_{\infty}}
$$

Observe that the generating function for $H_{n}(x ; a \mid q)$ is the generating function for $H_{n}(x \mid q)$ multiplied by $(a t)_{\infty}$. In this section we introduce discrete big $q$-Hermite polynomials in an analogous way.

The discrete $q$-Hermite I polynomials $h_{n}(x ; q)$ have generating function

$$
\sum_{n=0}^{\infty} \frac{h_{n}(x ; q)}{(q)_{n}} t^{n}=\frac{\left(t^{2} ; q^{2}\right)_{\infty}}{(x t)_{\infty}}
$$

Definition 4.1. The discrete big $q$-Hermite I polynomials $h_{n}(x, y ; q)$ are given by

$$
\begin{equation*}
\sum_{n=0}^{\infty} h_{n}(x, y ; q) \frac{t^{n}}{(q)_{n}}=\frac{\left(t^{2} ; q^{2}\right)_{\infty}(y t)_{\infty}}{(x t)_{\infty}} \tag{26}
\end{equation*}
$$

Expanding the right hand side of (26) using the $q$-binomial theorem, we find the following expression for $h_{n}(x, y ; q)$.
Proposition 4.2. For $n \geq 0$,

$$
h_{n}(x, y ; q)=\sum_{k=0}^{\lfloor n / 2\rfloor}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}\left(q ; q^{2}\right)_{k} q^{2\binom{k}{2}}(-1)^{k} x^{n-2 k}(y / x)_{n-2 k}
$$

The polynomials $h_{n}(x, y ; q)$ are orthogonal polynomials in neither $x$ nor $y$. However they satisfy the following simple 4 -term recurrence relation which was established in Example 3.11.

Theorem 4.3. For $n \geq 0$,
$h_{n+1}(x, y ; q)=\left(x-y q^{n}\right) h_{n}(x, y ; q)-q^{n-1}\left(1-q^{n}\right) h_{n-1}(x, y ; q)+y q^{n-2}\left(1-q^{n}\right)\left(1-q^{n-1}\right) h_{n-2}(x, y ; q)$.
Note that when $y=0$, the 4 -term recurrence relation reduces to the 3 -term recurrence relation for the discrete $q$-Hermite I polynomials. The polynomials $h_{n}(x, y ; q)$ are not symmetric in $x$ and $y$. If we consider $h_{n}(x, y ; q)$ as a polynomial in $y$, then it does not satisfy a finite term recurrence relation, see Proposition 4.7.

Since $h_{n}(x, y ; q)$ satisfies a 4 -term recurrence, it is a multiple orthogonal polynomial in $x$. Thus there are two linear functionals $\mathcal{L}^{(0)}$ and $\mathcal{L}^{(1)}$ such that, for $i \in\{0,1\}$,

$$
\begin{gathered}
\mathcal{L}^{(i)}\left(h_{m}\right)=\delta_{m i}, \quad m \geq 0 \\
\mathcal{L}^{(i)}\left(h_{m}(x, y ; q) h_{n}(x, y ; q)\right)=0 \quad \text { if } m>2 n+i, \text { and } \quad \mathcal{L}^{(i)}\left(h_{2 n+i}(x, y ; q) h_{n}(x, y ; q)\right) \neq 0
\end{gathered}
$$

We have explicit formulas for the moments for $\mathcal{L}^{(0)}$ and $\mathcal{L}^{(1)}$.
Theorem 4.4. The moments for the discrete big $q$-Hermite polynomials are

$$
\begin{gathered}
\mathcal{L}^{(0)}\left(x^{n}\right)=\sum_{k=0}^{\lfloor n / 2\rfloor}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}\left(q ; q^{2}\right)_{k} y^{n-2 k}, \\
\mathcal{L}^{(1)}\left(x^{n}\right)=\left(1-q^{n}\right) \sum_{k=0}^{\lfloor n / 2\rfloor}\left[\begin{array}{c}
n-1 \\
2 k
\end{array}\right]_{q}\left(q ; q^{2}\right)_{k} y^{n-2 k-1} .
\end{gathered}
$$

Before proving Theorem 4.4 we show that in general there is a way to find the linear functionals of $d$-orthogonal polynomials if we know how to expand certain orthogonal polynomials in terms of these $d$-orthogonal polynomials. This is similar to Proposition 2.2.

Theorem 4.5. Let $R_{n}(x)$ be orthogonal polynomials with linear functionals $\mathcal{L}_{R}$ such that $\mathcal{L}_{R}(1)=$ 1. Let $S_{n}(x)$ be d-orthogonal polynomials with linear functionals $\left\{\mathcal{L}_{S}^{(i)}\right\}_{i=0}^{d-1}$ such that $\mathcal{L}_{S}^{(i)}\left(S_{n}(x)\right)=$ $\delta_{n, i}$. Suppose

$$
\begin{equation*}
R_{k}(x)=\sum_{m=0}^{k} c_{k m} S_{m}(x) \tag{27}
\end{equation*}
$$

Then

$$
\mathcal{L}_{S}^{(i)}\left(x^{n}\right)=\sum_{k=0}^{n} \frac{\mathcal{L}_{R}\left(x^{n} R_{k}(x)\right)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} d_{k, i}
$$

where

$$
d_{k, i}= \begin{cases}c_{k, i} & \text { if } k \geq i \\ 0 & \text { if } k<i\end{cases}
$$

Proof. If we apply $\mathcal{L}_{S}^{(i)}$ to both sides of (27), we have

$$
\mathcal{L}_{S}^{(i)}\left(R_{k}(x)\right)=d_{k, i}
$$

Then by expanding $x^{n}$ in terms of $R_{k}(x)$ we get

$$
\mathcal{L}_{S}^{(i)}\left(x^{n}\right)=\mathcal{L}_{S}^{(i)}\left(\sum_{k=0}^{n} \frac{\mathcal{L}_{R}\left(x^{n} R_{k}(x)\right)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} R_{k}(x)\right)=\sum_{k=0}^{n} \frac{\mathcal{L}_{R}\left(x^{n} R_{k}(x)\right)}{\mathcal{L}_{R}\left(R_{k}(x)^{2}\right)} d_{k, i}
$$

We will apply Theorem 4.5 with $R_{n}(x)=h_{n}(x ; q)$ and $S_{n}(x)=h_{n}(x, y ; q)$ to prove Theorem 4.4. The first ingredient is (27), which follows from the generating function (26)

$$
h_{k}(x ; q)=\sum_{m=0}^{k}\left[\begin{array}{c}
k \\
m
\end{array}\right]_{q} y^{k-m} h_{m}(x, y ; q)
$$

The second ingredient is the value of $\mathcal{L}_{h}\left(x^{n} h_{k}\right)$.
Proposition 4.6. Let $\mathcal{L}_{h}$ be the linear functional for $h_{n}(x ; q)$ with $\mathcal{L}_{h}(1)=1$. Then

$$
\mathcal{L}_{h}\left(x^{n} h_{m}(x ; q)\right)=\left\{\begin{array}{l}
0 \text { if } m>n \text { or } n \not \equiv m \quad \bmod 2, \\
\frac{q^{\left(\frac{m}{2}\right)}\left(\frac{q)_{n}}{\left(q^{2} ; q^{2}\right)_{\frac{n-m}{2}}} \text { if } n \geq m, n \equiv m \quad \bmod 2\right.}{} .
\end{array}\right.
$$

Proof. Clearly we may assume that $n \geq m$ and $n \equiv m \bmod 2$. Using the explicit formula

$$
h_{m}(x ; q)=x_{2}^{m} \phi_{0}\left(\left.\begin{array}{c}
q^{-m}, q^{-m+1} \\
-
\end{array} \right\rvert\, q^{2}, \frac{q^{2 m-1}}{x^{2}}\right)
$$

and the fact

$$
\mathcal{L}_{h}\left(x^{k}\right)= \begin{cases}0 & \text { if } k \text { is odd } \\ \left(q ; q^{2}\right)_{k / 2} & \text { if } k \text { is even }\end{cases}
$$

we obtain

$$
\begin{gathered}
\mathcal{L}_{h}\left(x^{n} h_{m}(x ; q)\right)=\left(q ; q^{2}\right)_{\frac{n+m}{2} 2} \phi_{1}\left(\left.\begin{array}{c}
q^{-m}, q^{-m+1} \\
q^{-n-m+1}
\end{array} \right\rvert\, q^{2}, q^{m-n}\right) \\
\mathcal{L}_{h}\left(x^{n} h_{m}(x ; q)\right)=\left(q ; q^{2}\right)_{\frac{n+m}{2}}
\end{gathered}
$$

which is evaluable by the $q$-Vandermonde theorem [6, (II.5), p, 354].
The discrete $q$-Hermite polynomials have the following orthogonality:

$$
\begin{equation*}
\mathcal{L}_{h}\left(h_{m}(x ; q) h_{n}(x ; q)\right)=q^{\binom{n}{2}}(q)_{n} \delta_{m n} . \tag{28}
\end{equation*}
$$

Using Theorem 4.5, Proposition 4.6, and (28) we have proven Theorem 4.4. We do not know representing measures for the moments in Theorem 4.4.

One may also find a recurrence relation for $h_{n}(x, y ; q)$ as a polynomial in $y$, whose proof is routine.

Proposition 4.7. For $n \geq 0$, we have

$$
y q^{n} h_{n}(x, y ; q)=-h_{n+1}(x, y ; q)+\sum_{k=0}^{n}\left(q^{n} ; q^{-1}\right)_{k}(-1)^{k} h_{n-k}(x, y, ; q) \times \begin{cases}x & \text { if } k \text { is even } \\ 1 \text { if } k \text { is odd } .\end{cases}
$$

We can also consider discrete $q$-Hermite II polynomials. The discrete $q$-Hermite II polynomials $\tilde{h}_{n}(x, y ; q)$ have the generating function

$$
\sum_{n=0}^{\infty} \frac{q^{\binom{n}{2}} \tilde{h}_{n}(x ; q)}{(q)_{n}} t^{n}=\frac{(-x t)_{\infty}}{\left(-t^{2} ; q^{2}\right)_{\infty}}
$$

We define the discrete big $q$-Hermite II polynomials $\tilde{h}_{n}(x, y ; q)$ by

$$
\sum_{n=0}^{\infty} \tilde{h}_{n}(x, y ; q) \frac{q^{\binom{n}{2}} t^{n}}{(q)_{n}}=\frac{1}{\left(-t^{2} ; q^{2}\right)_{\infty}} \frac{(-x t)_{\infty}}{(-y t)_{\infty}}
$$

Then $\tilde{h}_{n}(x, 0 \mid q)$ is the discrete $q$-Hermite II polynomial.
The following proposition is straightforward to check.
Proposition 4.8. For $n \geq 0$, we have

$$
\tilde{h}_{n}(x, y ; q)=i^{-n} h_{n}\left(i x, i y ; q^{-1}\right) .
$$

## 5. Combinatorics of the discrete big $q$-Hermite polynomials

In this section we give some combinatorial information about the discrete big $q$-Hermite polynomials. This includes a combinatorial interpretation of the polynomials (Theorem 5.2), and a combinatorial proof of the 4 -term recurrence relation. Viennot's interpretation of the moments as weighted generalized Motzkin paths is also considered.

For the purpose of studying $h_{n}(x, y ; q)$ combinatorially we will consider the following rescaled continuous big $q$-Hermite polynomials $h_{n}^{*}(x, y ; q)$ :

$$
h_{n}^{*}(x, y ; q)=(1-q)^{-n / 2} h_{n}(x \sqrt{1-q}, y \sqrt{1-q} \mid q)
$$

By (26) we have

$$
h_{n}^{*}(x, y ; q)=\sum_{k=0}^{\lfloor n / 2\rfloor}(-1)^{k} q^{2\binom{k}{2}}[2 k-1]_{q}!!\left[\begin{array}{c}
n  \tag{29}\\
2 k
\end{array}\right]_{q} x^{n-2 k}(y / x)_{n-2 k}
$$

Because $h_{n}^{*}(x, y ; 1)=H_{n}(x-y)$, which is a generating function for bicolored matchings of $[n]:=\{1,2, \ldots, n\}$, we need to consider $q$-statistics on matchings.

A matching of $[n]=\{1,2, \ldots, n\}$ is a set partition of $[n]$ in which every block is of size 1 or 2. A block of a matching is called a fixed point if its size is 1 , and an edge if its size is 2 . When we write an edge $\{u, v\}$ we will always assume that $u<v$. A fixed point bi-colored matching or $F B$-matching is a matching for which every fixed point is colored with $x$ or $y$. Let $\mathcal{F B M}(n)$ be the set of FB-matchings of $[n]$.

Let $\pi \in \mathcal{F B M}(n)$. A crossing of $\pi$ is a pair of two edges $\{a, b\}$ and $\{c, d\}$ such that $a<c<b<$ $d$. A nesting of $\pi$ is a pair of two edges $\{a, b\}$ and $\{c, d\}$ such that $a<c<d<b$. An alignment of $\pi$ is a pair of two edges $\{a, b\}$ and $\{c, d\}$ such that $a<b<c<d$. The block-word $\operatorname{bw}(\pi)$ of $\pi$ is the word $w_{1} w_{2} \ldots w_{n}$ such that $w_{i}=1$ if $i$ is a fixed point and $w_{i}=0$ otherwise. An inversion of a word $w_{1} w_{2} \ldots w_{n}$ is a pair of integers $i<j$ such that $w_{i}>w_{j}$. The number of inversions of $w$ is denoted by $\operatorname{inv}(w)$.

Suppose that $\pi$ has $k$ edges and $n-2 k$ fixed points. The weight $\mathrm{wt}(\pi)$ of $\pi$ is defined by

$$
\begin{equation*}
\mathrm{wt}(\pi)=(-1)^{k} q^{2\binom{k}{2}+2 \operatorname{al}(\pi)+\operatorname{cr}(\pi)+\operatorname{inv}(\operatorname{bw}(\pi))} z_{1} z_{2} \ldots z_{n-2 k}, \tag{30}
\end{equation*}
$$

where $z_{i}=x$ if the $i$ th fixed point is colored with $x$, and $z_{i}=-y q^{i-1}$ if the $i$ th fixed point is colored with $y$.

A complete matching is a matching without fixed points. Let $\mathcal{C M}(2 n)$ denote the set of complete matchings of $[2 n]$.

Proposition 5.1. We have

$$
\sum_{\pi \in \mathcal{C M}(2 n)} q^{2 \operatorname{al}(\pi)+\operatorname{cr}(\pi)}=[2 n-1]_{q}!!
$$

Proof. It is known that

$$
\sum_{\pi \in \mathcal{C M}(2 n)} q^{\operatorname{cr}(\pi)+2 \mathrm{ne}(\pi)}=\sum_{\pi \in \mathcal{C} \mathcal{M}(2 n)} q^{2 \operatorname{cr}(\pi)+\mathrm{ne}(\pi)}=[2 n-1]_{q}!!
$$

Since a pair of two edges is either an alignment, a crossing, or a nesting we have al $(\pi)+\operatorname{ne}(\pi)+$ $\operatorname{cr}(\pi)=\binom{n}{2}$. Thus

$$
\sum_{\pi \in \mathcal{C M}(2 n)} q^{2 \mathrm{al}(\pi)+\operatorname{cr}(\pi)}=q^{2\binom{n}{2}} \sum_{\pi \in \mathcal{C M}(2 n)} q^{-2 \mathrm{ne}(\pi)-\operatorname{cr}(\pi)}=q^{2\binom{n}{2}}[2 n-1]_{q^{-1}}!!=[2 n-1]_{q}!!
$$

Theorem 5.2. We have

$$
h_{n}^{*}(x, y ; q)=\sum_{\pi \in \mathcal{F B M}(n)} \mathrm{wt}(\pi)
$$

Proof. Let $M(n)$ be the set of 4-tuples $(k, w, \sigma, X)$ such that $0 \leq k \leq\lfloor n / 2\rfloor, w$ is a word of length $n$ consisting of $k 0$ 's and $n-2 k 1$ 's, $\sigma \in \mathcal{C} \mathcal{M}(2 k)$, and $Z=\left(z_{1}, z_{2}, \ldots, z_{n-2 k}\right)$ is a sequence such that $z_{i}$ is either $x$ or $-y q^{i-1}$ for each $i$.

For $\pi \in \mathcal{F} \mathcal{B} \mathcal{M}(n)$ we define $g(\pi)$ to be the 4-tuple $(k, w, \sigma, Z) \in M(n)$, where $k$ is the number of edges of $\pi, w=\operatorname{bw}(\pi), \sigma$ is the induced complete matching of $\pi$, and $Z=\left(z_{1}, z_{2}, \ldots, z_{n-2 k}\right)$ is the sequence such that $z_{i}=x$ if the $i$ th fixed point is colored with $x$, and $z_{i}=-y q^{i-1}$ if the $i$ th fixed point is colored with $y$. Here, the induced complete matching of $\pi$ is the complete matching of [2k] for which $i$ and $j$ form an edge if and only if the $i$ th non-fixed point and the $j$ th non-fixed point of $\pi$ form an edge.

It is easy to see that $g$ is a bijection from $\mathcal{F B M}(n)$ to $M(n)$ such that if $g(\pi)=(k, w, \sigma, Z)$ with $Z=\left(z_{1}, z_{2}, \cdots, z_{n-2 k}\right)$ then

$$
\mathrm{wt}(\pi)=(-1)^{k} q^{2\binom{k}{2}} q^{2 \mathrm{al}(\sigma)+\operatorname{cr}(\sigma)} q^{\operatorname{inv}(w)} z_{1} z_{2} \cdots z_{n-2 k}
$$

Thus

$$
\sum_{\pi \in \mathcal{F} \mathcal{B M}(n)} \mathrm{wt}(\pi)=\sum_{(k, w, \sigma, Z) \in M(n)}(-1)^{k} q^{\binom{k}{2}} q^{2 \operatorname{al}(\sigma)+\operatorname{cr}(\sigma)} q^{\operatorname{inv}(w)} z_{1} z_{2} \cdots z_{n-2 k}
$$

Here once $k$ is fixed $\sigma$ can be any complete matching of [2k], w can be any word consisting of $k$ 0 's and $n-2 k$ 's, and for $Z=\left(z_{1}, z_{2}, \cdots, z_{n-2 k}\right)$ each $z_{i}$ can be either $x$ or $-y q^{i-1}$. Thus the sum of $q^{2 \mathrm{al}(\sigma)+\operatorname{cr}(\sigma)}$ for all such $\sigma$ 's gives $[2 k-1]_{q}!!$, the $\operatorname{sum}$ of $\operatorname{inv}(w)$ for all such $w$ gives $\left[\begin{array}{c}n \\ 2 k\end{array}\right]_{q}$, the sum of $z_{1} z_{2} \cdots z_{n-2 k}$ for all such $Z$ gives $(x / y)_{n-2 k}$. This finishes the proof.

Proposition 5.3. For $n \geq 0$, we have

$$
h_{n+1}^{*}=\left(x-y q^{n}\right) h_{n}^{*}-q^{n-1}[n]_{q} h_{n-1}^{*}+y q^{n-2}[n-1]_{q}\left(1-q^{n}\right) h_{n-2}^{*}
$$

Proof of Proposition 5.3. Let $W_{-}(n)$ be the sum of $\mathrm{wt}(\pi)$ for all $\pi \in \mathcal{F} \mathcal{B M}(n)$ such that $n$ is not a fixed point. Let $W_{x}(n)$ (respectively $W_{y}(n)$ ) be the sum of $\mathrm{wt}(\pi)$ for all $\pi \in \mathcal{F B M}(n)$ such that $n$ is a fixed point colored with $x$ (respectively $y$ ). Then

$$
h_{n+1}^{*}(x, y ; q)=\sum_{\pi \in \mathcal{F} \mathcal{B M}(n)} \mathrm{wt}(\pi)=W_{-}(n+1)+W_{x}(n+1)+W_{y}(n+1)
$$

We claim that

$$
\begin{align*}
W_{x}(n+1) & =x h_{n}^{*}(x, y ; q)  \tag{31}\\
W_{y}(n+1) & =-y q^{n}\left(W_{x}(n)+W_{y}(n)\right)-y W_{-}(n)  \tag{32}\\
W_{-}(n+1) & =-q^{n-1}[n]_{q} h_{n-1}^{*}(x, y ; q) \tag{33}
\end{align*}
$$

From (30) we easily get (31).
For (33), consider a matching $\pi \in \mathcal{F B} \mathcal{M}(n+1)$ such that $n+1$ is connected with $i$ where $1 \leq i \leq n$. Suppose that $\pi$ has $k$ edges and $n+1-2 k$ fixed points. Let us compute the contribution of an edge of a fixed point together with the edge $\{i, n+1\}$ to $2 \mathrm{al}(\pi)+\operatorname{cr}(\pi)+\operatorname{inv}(\operatorname{bw}(\pi))$. An edge with two integers less than $i$ contributes 2 to $2 \mathrm{al}(\pi)$. An edge with exactly one integer less than $i$ contributes 1 to $\operatorname{cr}(\pi)$. An edge with two integers greater than $i$ contributes nothing. Each fixed point of $\pi$ less than $i$ contributes 2 to $\operatorname{inv}(\operatorname{bw}(\pi))$ together with the edge $\{i, n+1\}$. Each fixed point of $\pi$ greater than $i$ contributes 1 to $\operatorname{inv}(\operatorname{bw}(\pi))$ together with the edge $\{i, n+1\}$. Thus
the contribution of the edge $\{i, n+1\}$ to $2 \operatorname{al}(\pi)+\operatorname{cr}(\pi)+\operatorname{inv}(\operatorname{bw}(\pi))$ is equal to $i-1+(n+1-2 k)$. Let $\sigma$ be the matching obtained from $\pi$ by removing the edge $\{i, n+1\}$. Then

$$
2 \mathrm{al}(\pi)+\operatorname{cr}(\pi)+\operatorname{inv}(\operatorname{bw}(\pi))=2 \operatorname{al}(\sigma)+\operatorname{cr}(\sigma)+\operatorname{inv}(\operatorname{bw}(\sigma))+i-1+(n+1-2 k)
$$

Thus, using (30), the above identity and $2\binom{k}{2}=2\binom{k-1}{2}+2 k-2$, we have $\mathrm{wt}(\pi)=-q^{n-1} q^{i-1} \mathrm{wt}(\sigma)$. Since $i$ can be any integer from 1 to $n$ and $\sigma \in \mathcal{F} \mathcal{B} \mathcal{M}(n-1)$ we get (33).

Now we prove (32). Consider a matching $\pi \in \mathcal{F B} \mathcal{M}(n+1)$ such that $n+1$ is a fixed point colored with $y$. Suppose that $\pi$ has $k$ edges with $2 k$ non-fixed points $b_{1}<b_{2}<\cdots<b_{2 k}$. For $0 \leq i \leq 2 k+1$, let $a_{i}=b_{i}-b_{i-1}-1$, where $b_{0}=0$ and $b_{2 k+1}=n$. Then $a_{0}+a_{1}+\cdots+a_{2 k+1}=n-2 k$. Let $\sigma$ be the matching obtained from $\pi$ by removing $n+1$. Then we have $\mathrm{wt}(\pi)=-y q^{n-2 k} \mathrm{wt}(\sigma)$. We consider two cases.

Case 1: $a_{0} \neq 0$. Let $\tau$ be the matching obtained from $\sigma$ by changing 1 into $n$ and decreasing the other integers by 1 . We color the $i$ th fixed point of $\tau$ with the same color of the $i$ th fixed point of $\sigma$. Then $\mathrm{wt}(\sigma)=q^{2 k} \mathrm{wt}(\tau)$ and $\mathrm{wt}(\pi)=-y q^{n}(\tau)$. Since $n$ is a fixed point in $\tau$ the sum of $\mathrm{wt}(\pi)$ in this case gives $-y q^{n}\left(W_{x}(n)+W_{y}(n)\right)$.

Case 2: $a_{0}=0$. Note that

$$
\operatorname{bw}(\sigma)=0 \overbrace{1 \cdots 1}^{a_{1}} 0 \overbrace{1 \cdots 1}^{a_{2}} 0 \cdots 0 \overbrace{1 \ldots 1}^{a_{2 k}} 0 \overbrace{1 \ldots 1}^{a_{2 k+1}} .
$$

We define $\tau$ to be the matching with

$$
\operatorname{bw}(\tau)=\overbrace{1 \cdots 1}^{a_{1}} 0 \overbrace{1 \cdots 1}^{a_{2}} 0 \overbrace{1 \cdots 1}^{a_{3}} 1 \cdots 0 \overbrace{1 \ldots 10}^{a_{2 k+1}} 0
$$

and the $i$ th fixed point of $\tau$ is colored with the same color of the $i$ th fixed point of $\sigma$. Then $\mathrm{wt}(\sigma)=q^{-n+2 k} \mathrm{wt}(\tau)$ and $\mathrm{wt}(\pi)=-y \mathrm{wt}(\tau)$. Since $n$ is a non-fixed point in $\tau$, the sum of $\mathrm{wt}(\pi)$ in this case gives $-y W_{-}(n)$.

It is easy to see that (31), (32), and (33) implies the 4-term recurrence relation.
Since the polynomials $h_{n}(x, y ; q)$ satisfy a 4 -term recurrence relation, they are 2 -fold multiple orthogonal polynomials in $x$. By Viennot's theory, we can express the two moments $\mathcal{L}^{(0)}\left(x^{n}\right)$ and $\mathcal{L}^{(1)}\left(x^{n}\right)$ as a sum of weights of certain lattice paths.

A 2-Motzkin path is a lattice path consisting of an up step $(1,1)$, a horizontal step $(1,0)$, a down step $(1,-1)$, and a double down step $(1,-2)$, which starts at the origin and never goes below the $x$-axis.

For $i=0,1$ let $\operatorname{Mot}_{i}(n)$ denote the set of 2-Motzkin paths of length $n$ with final height $i$. The weight of $M \in \operatorname{Mot}_{i}(n)$ is the product of weights of all steps, where the weight of each step is defined as follows.

- An up step has weight 1.
- A horizontal step starting at level $i$ has weight $y q^{i}$.
- A down step starting at level $i$ has weight $q^{i-1}\left(1-q^{i}\right)$.
- A double down step starting at level $i$ has weight $-y q^{i-2}\left(1-q^{i}\right)\left(1-q^{i-1}\right)$.

Then by Viennot's theory we have

$$
\mathcal{L}_{i}\left(y^{n}\right)=\sum_{M \in \operatorname{Mot}_{i}(n)} \mathrm{wt}(M)
$$

Thus we obtain the following corollary from Theorem 4.4.
Corollary 5.4. For $n \geq 0$, we have

$$
\begin{aligned}
\sum_{M \in \operatorname{Mot}_{0}(n)} \operatorname{wt}(M) & =\sum_{k=0}^{\lfloor n / 2\rfloor}\left[\begin{array}{c}
n \\
2 k
\end{array}\right]_{q}\left(q ; q^{2}\right)_{k} y^{n-2 k}, \\
\sum_{M \in \operatorname{Mot}_{1}(n)} \operatorname{wt}(M) & =\left(1-q^{n}\right) \sum_{k=0}^{\lfloor n / 2\rfloor}\left[\begin{array}{c}
n-1 \\
2 k
\end{array}\right]_{q}\left(q ; q^{2}\right)_{k} y^{n-2 k-1} .
\end{aligned}
$$

It would be interesting to prove the above corollary combinatorially.

## 6. An AdDITION THEOREM

A Hermite polynomial addition theorem is

$$
\begin{equation*}
H_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} H_{k}(x / a) a^{k} H_{n-k}(y / b) b^{n-k} \tag{34}
\end{equation*}
$$

where $a^{2}+b^{2}=1$. We give a $q$-analogue of this result (Proposition 6.1) using the discrete big $q$-Hermite polynomials.

We will use $h_{n}(x, y ; q)$ as our $q$-version of $H_{n}(x-y)$,

$$
\lim _{q \rightarrow 1} h_{n}^{*}(x, y ; q)=\lim _{q \rightarrow 1} \frac{h_{n}(x \sqrt{1-q}, y \sqrt{1-q} ; q)}{(1-q)^{n / 2}}=H_{n}(x-y)
$$

and $h_{n}(x / a, 0 ; q)$, the discrete $q$-Hermite, as our version of $H_{n}(x / a)$

$$
\lim _{q \rightarrow 1} h_{n}^{*}(x, 0 ; q)=\lim _{q \rightarrow 1} \frac{h_{n}(x \sqrt{1-q}, 0 ; q)}{(1-q)^{n / 2}}=H_{n}(x)
$$

Another $q$-version of $b^{n-k} H_{n-k}(y / b), a^{2}+b^{2}=1$ is given by $p_{n-k}(y, a ; q)$, where

$$
\begin{aligned}
p_{t}(y, a ; q)= & \left.\sum_{m=0}^{[t / 2]}\left[\begin{array}{c}
t \\
2 m
\end{array}\right]_{q}\left(q ; q^{2}\right)_{m} a^{2 m}\left(1 / a^{2} ; q^{2}\right)_{m} y^{t-2 m} q^{(t-2 m}\right) \\
& \lim _{q \rightarrow 1} \frac{p_{t}(y \sqrt{1-q}, a ; q)}{(1-q)^{t / 2}}=b^{t} H_{n}(x / b)
\end{aligned}
$$

The result is
Proposition 6.1. For $n \geq 0$,

$$
h_{n}(x, y ; q)=(-1)^{n} \sum_{k=0}^{n}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} h_{k}(x / a, 0 \mid q)(-a)^{k} p_{n-k}(y, a \mid q)
$$

Proof. The generating function of $p_{n}$ is

$$
F(y, a, w)=\sum_{n=0}^{\infty} \frac{p_{n}(y, a ; q)}{(q)_{n}} w^{n}=\frac{\left(w^{2} ; q^{2}\right)_{\infty}(-y w)_{\infty}}{\left(a^{2} w^{2} ; q^{2}\right)_{\infty}}
$$

If

$$
G(x, y, t)=\frac{\left(t^{2} ; q^{2}\right)_{\infty}(y t)_{\infty}}{(x t)_{\infty}}
$$

is the discrete big $q$-Hermite generating function, then

$$
G(x, y,-t)=G(x / a, 0,-a t) F(y, a, t),
$$

which gives Proposition 6.1.
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