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Abstract

We show that the Meixner, Pollaczek, Meixner-Pollaczek and Al-Salam-Chihara polynomi-

als, in certain normalization, are moments of probability measures. We use this fact to derive

bilinear and multilinear generating functions for some of these polynomials. We also comment

on the corresponding formulas for the Charlier, Hermite and Laguerre polynomials.

Running Title: Generating Functions

1. Introduction. The umbral calculus of the last century was an attempt to treat polynomials

as if they were monomials. For a given sequence of polynomials {pn(x)} this means that one can

take an identity involving {xn : n = 0, 1, 2, · · ·} then replace xn by pn(x) provided that we develop

a calculus to interpret the resulting identity. In the 1970’s Rota popularized the umbral calculus

by putting it on solid foundations and by showing its significance in combinatorics and special

functions, [25], [19].

In this paper we consider linear functionals La whose n th moments are orthogonal polynomials,

and which have the integral representation

< La|f >=
∫

∞

−∞

f(x) dµ(x; a) = pn(a)(1.1)

for some measure dµ(x; a) that depends upon a parameter a. In particular, we give explicit measures

dµ(x; a) whose moments are various classes of classical orthogonal polynomials. A summary of such

polynomials is given in §6. Other authors also used representations of polynomials as moments.
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Rahman and Verma [24] observed that the continuous q-ultraspherical polynomials are multiples

of the moments of a probability measure. We generalize their result to the Al-Salam-Chihara

polynomials in Theorem 3.1.

The integral representation (1.1) for La can allow for simple evaluations of generating functions.

For example, if

G(t) =
∞
∑

n=0

rn(b)t
n(1.2)

is the generating function for any set of polynomials rn(b), then

∫

∞

−∞

G(xt)dµ(x; a) =
∞
∑

n=0

pn(a)rn(b)t
n.(1.3)

We will use (1.3) extensively to find bilinear generating functions, when pn = rn. (This is called

the Poisson kernel if pn is orthonormal.) However (1.3) can used for any set of polynomials rn(b),

once the measure dµ(x; a) is known. For example, it is easy to give an integral representation for a

bilinear generating function for q-ultraspherical and p-ultraspherical polynomials.

In [18] we used the fact that the moments of the measure of the Al-Salam-Carlitz polyno-

mials [1] are the continuous q-Hermite polynomials to derive bilinear and multilinear generating

functions for the continuous q-Hermite polynomials. In §4 we similarly use the results of §3 on

Al-Salam-Chihara polynomials to give a direct evaluation and an extension of the Poisson kernel

of the Al-Salam-Chihara polynomials. We also derive a very general multilinear generating func-

tion for the Al-Salam-Chihara polynomials. This extends our earlier results [18] on continuous

q-Hermite polynomials because the Al-Salam-Chihara polynomials are a two parameter extension

of the continuous q-Hermite polynomials.

In §5 we point out that the continuous q-ultraspherical polynomials are Al-Salam-Chihara poly-

nomials. We then combine this fact with our multilinear generating functions of §4 to establish

multilinear generating functions for the continuous q-ultraspherical polynomials. In particular we

show how the results of [16] and [6] imply an earlier result of Gasper and Rahman [13]. In §5
we give a new integral representation for the continuous q-ultraspherical polynomials as moments.

This integral representation is then used to derive a bilinear generating function for the continu-

ous q-ultraspherical polynomials. As a byproduct we obtain a transformation formula (Theorem

5.5) expressing a sum of two 4φ3’s as a combination of different 4φ3’s. This transformation is of

independent interest.

In §2 we consider the functional

< Ma,b,c|f >:=
(1− c)−a−b−1Γ(a+ b+ 2)

Γ(a+ 1) Γ(b+ 1)

∫ 1

c
(1− x)a(x− c)bf(x)dx.(1.4)
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It turns out that the moments of Ma,b,c are essentially the Meixner polynomials. We also obtain

generating function results for the Meixner-Pollaczek and Pollaczek polynomials in §2.

In §3 we prove (see Theorem 3.1) that the moments of the functional for the big q-Jacobi

polynomials are Al-Salam-Chihara polynomials. In this case the functional La,b,c is defined by

< La,b,c|f >=
∫

∞

−∞

f(x) dµ(x; a, b, c).(1.5)

The measure µ(x; a, b, c) is

µ(x; a, b, c) =
(aq, bq, cq, abq/c; q)

∞

aq (q, c/a, aq/c, abq2; q)
∞

(x/a, x/c; q)∞
(x, bx/c; q)

∞

(1.6)

×
∞
∑

n=0

[aqn+1ǫaqn+1(x)− cqn+1ǫcqn+1(x)],

where ǫu(x) is a unit mass at x = u. We follow the notation in [12], The measure µ in (1.6) is

normalized so that its total mass equals one.

The notion of the q-integral is useful in understanding and motivating identities involving q-

series. The q-integral is defined by

∫ a

0
f(u) dqu := a(1− q)

∞
∑

m=0

qm f(aqm)(1.7)

∫ b

a
f(u) dqu :=

∫ b

0
f(u) dqu−

∫ a

0
f(u) dqu.(1.8)

It is clear that integration with respect to µ of (1.6) amounts to q-integration. In fact our represen-

tation of the Al-Salam-Chihara polynomials as moments provides a new q-integral representation

for the Al-Salam-Chihara polynomials. This q-integral representation has proved to be very useful

here and elsewhere [17].

2. Orthogonal Moment Functionals. In this section we give functionals whose moments are

the Hermite, Laguerre, and various Meixner families of polynomials. We also use (1.1) to derive

new generating functions. We explain how these polynomials are related to the umbral product of

Roman and Rota [25].

We now consider functionals whose moments are orthogonal polynomials. A theorem of Boas

[9, p. 74] asserts that given any sequence of real numbers {αn} there exists a signed measure α

with finite moments such that

αn =
∫

∞

0
xn dα(x).
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Thus any sequence of orthogonal polynomials is a sequence of moments for a certain functional.

Let La and Mb be functionals so that {rn(a)} and {sn(b)},

rn(a) :=< La|xn >, sn(b) :=< Mb|xn >,(2.1)

are orthogonal polynomials. Roman and Rota [25] defined the product of two linear functionals L
and M acting on polynomials of binomial type by

< LM|pn(x) >:=
n
∑

k=0

(

n

k

)

< L|pk(x) >< M|pn−k(x) > .(2.2)

If < L|f >=
∫

∞

−∞
f(x)dλ(x) and < M|f >=

∫

∞

−∞
f(y) dµ(y) then the product (2.2) becomes

< LM|f >=
∫

∞

−∞

∫

∞

−∞

f(x+ y)dλ(x)dµ(y).(2.3)

The problem is to characterize the pairs {rn(a)} and {sn(b)} so that {< LaMb|xn >} is a

sequence of orthogonal polynomials in a for infinitely many b’s or vice versa. Al-Salam and Chihara

[2] solved an equivalent problem and their results show that such rn’s and sn’s have to be among

the Hermite, Laguerre, Charlier, Meixner, Meixner-Pollaczek or the Al-Salam-Chihara polynomials.

For the rest of this section we consider the first five cases. We give the functionals for the Hermite

and Laguerre polynomials, show that the Charlier, Meixner and Meixner-Pollaczek polynomials are

moments of a gamma distribution on [a,∞), a beta distribution on [c, 1] and a beta distribution

on [c1/2, c−1/2]. The Al-Salam-Chihara polynomials are moments of the measure of the big q-Jacobi

polynomials, as we shall see in §3.
Hermite and Laguerre Polynomials. It is clear that

1√
π

∫

∞

−∞

e−(y−a)2yn dy =
1

Γ(1/2)

∫

∞

−∞

e−y2 (a+ y)n dy

=
[n/2]
∑

k=0

(

n

2k

)

an−2k(1/2)k =
[n/2]
∑

k=0

n! an−2k

22k k! (n− 2k)!
.

Therefore

1√
π

∫

∞

−∞

e−(y−a)2yn dy = (2i)−nHn(ia).(2.4)

Thus the Hermite polynomials are moments. In fact it is this property that Slepian [26] used to

prove the Kibble-Slepian formula. For example the Poisson kernel follows from

∞
∑

n=0

Hn(ix)Hn(y)

(2i)n n!
tn =

1√
π

∫

∞

−∞

∞
∑

n=0

e−(u−x)2 Hn(y) (tu)
n

n!
du

=
1√
π

∫

∞

−∞

e−(u−x)2 e2uyt+t2u2

du,
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after completing squares in the argument of the exponential.

The Laguerre polynomials {n!Lα
n(x)} are moments of an explicit functional

n!Lα
n(x) = x−α/2

∫

∞

0
ex−uun+α/2 Jα(2

√
xu) du, n = 0, 1, · · · ;α > −1,(2.5)

[28, (5.4.1)]. The Hille-Hardy formula [28, (5.1.15)]

∞
∑

n=0

n! tn

Γ(α + n+ 1)
Lα
n(x)L

α
n(y)(2.6)

= (1− t)−1exp

[

−t(x+ y)

1− t

]

(xyt)−α/2Iα

(

2
√
xyt

1− t

)

,

follows from (2.5) and the generating function [28, (5.1.16)]

∞
∑

n=0

tn

Γ(α + n+ 1)
Lα
n(x) = et(xt)−α/2Jα

(

2
√
xt
)

(2.7)

through the use of Weber’s second exponential integral [29, (13.31.1)]

∫

∞

0
exp(−p2t2) Jν(at)Jν(bt) tdt =

1

2p2
exp

(

−a2 + b2

4p2

)

Iν

(

ab

2p2

)

.(2.8)

The Hille-Hardy formula is the Poisson kernel for Laguerre polynomials.

The Laguerre polynomials {n!Lα
n(x)} for x < 0 are moments of positive measures for all n. To

see this replace x in (2.5) by −x then replace Jα by Iα. The resulting integral converges since [29,

(7.23.3)]

Iα(x) ≈ (2πx)1/2 ex, x → +∞.

The Meixner Polynomials. Consider the functional MA,B,c whose moments are

µn =
(1− c)−A−B−1Γ(A+ B + 2)

Γ(A+ 1) Γ(B + 1)

∫ 1

c
(1− x)A(x− c)Bxndx.(2.9)

The Euler integral representation [10, (2.1.10)] implies that

µn = cn2F1(−n,B + 1;A+ B + 2; 1− 1/c).(2.10)

Setting

B = −a− 1, A = β + a− 1,(2.11)

and using the explicit formula for Meixner polynomials [11, (10.24.9)], we have proven the following

theorem.

5



Theorem 2.1 If Re a < 0 and Re a+ β > 0, the n th moment of the functional Mβ+a−1,−a−1,c is

the Meixner polynomial, µn = cnmn(a; β, c)/(β)n.

If we put more restrictions on a, c, and β, then the functional in Theorem 2.1 is positive definite.

This forces certain determinants to be positive [9, p. 14].

Corollary 2.2 If c < 1, −β < a < 0, and n ≥ 0, then

det{mj+k(a; β, c)c
k+j/(β)k+j : 0 ≤ j, k ≤ n} > 0.

The Meixner polynomials have the generating function [11, (10.24.13)]

∞
∑

n=0

tn

n!
mn(x; β, c) = (1− t)−β−x(1− t/c)x, |t| < min(1, |c|),(2.12)

and satisfy the orthogonality relation [11, (10.24.11)]

∞
∑

k=0

ck(β)k
k!

mn(k; β, c)mj(k; β, c) = n!(β)nc
−n(1− c)−βδn,j , β > 0, 0 < c < 1.(2.13)

We shall assume 0 < c < 1.

From (2.12) and Darboux’s asymptotic method [28] we see that

mn(x; β, c) ≈
c−n Γ(−x+ n)

(1− c)β+xΓ(−x)
, x 6= 0, 1, · · · , n → ∞,(2.14)

while

mn(x; β, c) ≈
Γ(β + x+ n)

Γ(β + x)
(1− 1/c)x, x = 0, 1, · · · , n → ∞.(2.15)

In (2.12) we replace x by y and t by tu then apply Lβ1+x−1,−x−1,c1 to the variable u. When x 6= 0, 1, · · ·
this gives

∞
∑

n=0

cn1 tn

(β1)n n!
mn(x; β1, c1)mn(y; β, c) =

(1− c1)
1−β1 Γ(β1)

Γ(−x) Γ(x+ β1)
(2.16)

×
∫ 1

c1
(1− u)x+β1−1(u− c1)

−x−1(1− tu)−β−y(1− tu/c)y du.

Interchanging integration and summation can be justified from (2.14) and (2.15).
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After the change of variable u = c1 + (1− c1)v we identify the integral on the right-hand side of

(2.16) as an Appell function F1, [10, (5.7.6)]. The result is [10, (5.8.5)]

∞
∑

n=0

cn1 tn

(β1)n n!
mn(x; β1, c1)mn(y; β, c)(2.17)

=
(1− tc1/c)

y

(1− tc1)β+y
F1

(

−x,−y, β + y, β1;
(1− c1)t

c− c1t
,
(1− c1)t

1− c1t

)

.

Although (2.17) was derived under the assumptions Re y < 0, Re y + β1 > 0 and 0 < c1 < 1 the

first two conditions can be relaxed by analytic continuation of the left-hand side of (2.17) taking

into account (2.14) and (2.15). The right-hand side of (2.17) can be analytically continued through

standard analytic continuation of the F1 function in [10, 5.8]. In the case β = β1 the F1 in (2.17)

reduces to a 2F1 multiplied by an algebraic function, [10, (5.10.1)]. The result after replacing t by

tc is

∞
∑

n=0

(cc1t)
n

(β)n n!
mn(x; β, c1)mn(y; β, c)(2.18)

= (1− tc1)
y(1− tc)x(1− tcc1)

−x−y−β
2F1





−x,−y

β

t(1− c)(1− c1)

(1− tc)(1− tc1)



 .

Observe that (2.18) is symmetric in the pairs (x, c1) and (y, c). Also note that the right-hand side of

(2.18) is positive when x and y are nonnegative integers and c, c1, tc, tc1 ∈ (0, 1). It is also positive

for x < 0, y < 0 and c, c1, tc, tc1 ∈ (0, 1). In the latter case we require the argument of the 2F1 to

be in [0, 1). Formula (2.17) is due to Meixner [21].

If in addition to β = β1 we also require c = c1 then (2.13) shows that (2.17) will be the Poisson

kernel for the Meixner polynomials, up to a constant factor.

Theorem 2.3 The Meixner polynomials satisfy the connection relation

(1− tc1/c)
y

(1− tc1)β+y

∞
∑

x=0

cx1(β1)x
x!

F1

(

−x,−y, β + y, β1;
(1− c1)t

c− c1t
,
(1− c1)t

1− c1t

)

mn(x; β1, c1)(2.19)

= tn(1− c1)
−β1mn(y; β, c).

Proof. This follows from (2.13) and the bilinear generating function (2.17).

It is clear that the sum on the left-hand side of (2.19) represents integration with respect to

a discrete measure, hence (2.19) can be viewed as an integral equation. In particular the case

β = β1 and c = c1 provides an integral equation whose eigenfunctions are Meixner polynomials.

The integral equation (2.19) can be expressed as an integral equation with a symmetric kernel when
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β = β1 and c = c1. The completeness of the Meixner polynomials in the L2 space weighted by

their orthogonality measure shows that the Meixner polynomials are the only eigenfunctions of the

integral equation (2.19) and one can identify the eigenvalues from (2.19).

Theorem 2.1 has a curious implication. Assume that a sequence of polynomials {pn(y)} are

orthonormal with respect to a functional L whose moments are given in Theorem 2.1, and let

p0(y) := 1, pn(y) =
n
∑

j=0

Cn,jy
j.(2.20)

Then

δn,k = L(Ck,ky
kpn(y)) = Ck,k

n
∑

j=0

Cn,jµk+j,

which may be rewritten as

n
∑

j=0

(

n

j

)

(−1)j2F1(j − n, x− n+ 1; 2− 2n− b; d) 2F1(−k − j,−x; b; d)(2.21)

=
k!d2k(x− k + 1)k(b+ x)k

(b)2k(b+ k − 1)k
δn,k, 0 ≤ k ≤ n.

The Charlier polynomials {cn(x; a)} are a limiting case of the Meixner polynomials, [11, (10.24.16)]

lim
β→∞

β−nmn(x; β, a/β) = cn(x; a).

This means that generating functions for Charlier polynomials will follow as limiting cases. It also

follows by direct calculation that cn(−α − 1; a) is a multiple of the n th moment of the weight

function (x− a)αea−x on [a,∞). The details are omitted.

The Meixner-Pollaczek Polynomials. They are defined as [11, (10.22.21)]

P λ
n (x;φ) :=

(2λ)n
n!

einφ2F1(−n, λ+ ix; 2λ; 1− e−2iφ).(2.22)

They also called Pollaczek polynomials on an infinite interval [11], [28] and the Meixner polynomials

of the second kind [9]. We shall follow the terminology in [7].

It is clear from that the Meixner-Pollaczek polynomials can formally be written as Meixner

polynomials. In (2.17) set

β = 2λ, β1 = 2λ1, −x = λ1 + iξ, −y = λ+ iη, c = e2iφ, c1 = e2iφ1 .(2.23)
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This is equivalent to considering the functional

< L|f >=
(c−1/2 − c1/2)−A−B−1Γ(A+ B + 2)

Γ(A+ 1)Γ(B + 1)

∫ c−1/2

c1/2
(c−1/2 − x)A(x− c1/2)Bf(x)dx.

After replacing t by tei(φ−φ1) in (2.17) we get

∞
∑

n=0

n!

(2λ1)n
tnP λ1

n (ξ, φ1)P
λ
n (η, φ) = (1− tei(φ1−φ))−λ−iη(1− tei(φ1+φ))−λ+iη(2.24)

×F1

(

λ1 + iξ, λ+ iη, λ− iη, 2λ1,
−2it sinφ1

eiφ − eiφ1t
,
−2it sinφ1

e−iφ − eiφ1t

)

.

Here again the case λ = λ1 reduces the F1 to a multiple of a 2F1 and we get

∞
∑

n=0

n!

(2λ)n
tnP λ

n (ξ, φ1)P
λ
n (η, φ) = (1− tei(φ1−φ))−λ−iη(1− tei(φ−φ1))−λ−iξ(2.25)

×(1− tei(φ1+φ))iξ+iη
2F1





λ+ iξ, λ+ iη

2λ

−4t sinφ sinφ1

(1− tei(φ−φ1))(1− tei(φ1−φ))



 .

The orthogonality relation for the Meixner-Pollaczek polynomials is

∫

∞

0
P λ
m(x, φ)P

λ
n (x, φ)

(2 sinφ)2λ−1

π
e−(π−2φ)x|Γ(λ+ ix)|2 = (2λ)n

n!
δm,n.(2.26)

Therefore (2.25) with φ = φ1 is the Poisson kernel for the Meixner-Pollaczek polynomials. The

special case φ = φ1 of (2.24) is [23, (5.2)]. Rahman also noted (2.25).

The Pollaczek Polynomials. These polynomials are defined by [11, (10.21.10)]

P λ
n (cos θ, a, b) :=

(2λ)n
n!

2F1(−n, λ+ ih(θ); 2λ; 1− e−2iθ),(2.27)

where

h(θ) :=
a cos θ + b

sin θ
=

ax+ b√
1− x2

, x = cos θ.(2.28)

They satisfy the orthogonality relation

∫ π

0
P λ
m(cos θ, a, b)P

λ
n (cos θ, a, b)e

(2θ−π)h(θ)(sin θ)2λ|Γ(λ+ ih(θ))|2(2.29)

= 21−2λπ
Γ(2λ+ n)

n!(λ+ a+ n)
δm,n.
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Note that (2.22) and (2.27) indicate that x and φ in (2.22) are now replaced by h(θ) and θ in (2.27).

Thus (2.24) and (2.25) can be translated to generating functions for the Pollaczek polynomials.

In order to find the Poisson kernel for the Pollaczek polynomials we have to incorporate the term

a + n + λ which amounts to taking a linear combinations of the left-hand side of (2.25) and its

derivative with respect to t.

3. Al-Salam-Chihara Polynomials. The big q-Jacobi polynomials are [12, (7.3.10), p. 167]

Pn(x; a, b, c; q) = 3φ2









q−n, abqn+1, x

aq, cq

∣

∣

∣

∣

∣

∣

∣

∣

q, q









.(3.1)

Using (1.5) their orthogonality relation is [12, (7.3.12)],

< La,b,c|PnPm >=
(q, bq, abq/c; q)n(−ac)−nqn(n−1)/2

(abq, aq, cq; q)n(1− abq2n+1)
δm,n.

In this case we have

µn
(q, c/a, aq/c, abq2; q)

∞

(aq, bq, cq, abq/c; q)∞
q−n(3.2)

=
(q, aq/c; q)

∞
an

(aq, abq/c; q)
∞

2φ1









aq, abq/c

aq/c

∣

∣

∣

∣

∣

∣

∣

∣

q, qn+1









−cn+1 (cq/a, q; q)
∞

a(cq, bq; q)∞
2φ1









cq, bq

cq/a

∣

∣

∣

∣

∣

∣

∣

∣

q, qn+1









.

To simplify the right-hand side of (3.2) we appeal to the three term transformation formula in [12,

p. 64, (4.3.5)], namely

2φ1









A,B

C

∣

∣

∣

∣

∣

∣

∣

∣

q, Z









(3.3)

+
(B, q/C,C/A,AZ/q, q2/AZ; q)

∞

(C/q,Bq/C, q/A,AZ/C,Cq/AZ; q)
∞

2φ1









Aq/C,Bq/C

q2/C

∣

∣

∣

∣

∣

∣

∣

∣

q, Z









=
(ABZ/C, q/C; q)∞
(AZ/C, q/A; q)

∞

2φ1









C/A,Cq/ABZ

Cq/AZ

∣

∣

∣

∣

∣

∣

∣

∣

q, Bq/C









.
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In (3.3) we choose A,B,C and Z as

A = aq, B = abq/c, C = aq/c, Z = qn+1.(3.4)

The result is the three term relation

2φ1









aq, abq/c

aq/c

∣

∣

∣

∣

∣

∣

∣

∣

q, qn+1









+
(abq/c, c/a, 1/c, aqn+1, q−n/a; q)

∞

(a/c, bq, 1/a, cqn+1, q−n/c; q)
∞

(3.5)

×2φ1









cq, bq

qc/a

∣

∣

∣

∣

∣

∣

∣

∣

q, qn+1









=
(abqn+2, c/a; q)

∞

(cqn+1, 1/a; q)
∞

2φ1









1/c, q−n−1/ba

q−n/c

∣

∣

∣

∣

∣

∣

∣

∣

q, qb









.

This leads to the following more compact form of (3.5)

2φ1









aq, abq/c

aq/c

∣

∣

∣

∣

∣

∣

∣

∣

q, qn+1









an (aq/c; q)
∞

(aq, ba/cq; q)
∞

(3.6)

+
cn (1− c/a) (cq/a; q)

∞

(1− a/c) (bq, cq; q)∞
2φ1









cq, bq

qc/a

∣

∣

∣

∣

∣

∣

∣

∣

q, qn+1









=
an (aq/c, c/a, abqn+2; q)

∞

(abq/c, aq, 1/a, cqn+1; q)
∞

2φ1









1/c, q−n−1/ ba

q−n/ c

∣

∣

∣

∣

∣

∣

∣

∣

q, qb









.

Therefore (3.2) reduces to

µn =
(aq)n(bq, cq, abqn+2; q)∞
(1/a, cqn+1, abq2; q)∞

2φ1









1/c, q−n−1/ ab

q−n/ c

∣

∣

∣

∣

∣

∣

∣

∣

q, qb









.

The q-analogue of the Euler transformation is (III.3) in [12, p. 241] is

2φ1









1/c, q−n−1/ ab

q−n/ c

∣

∣

∣

∣

∣

∣

∣

∣

q, qb









=
(1/a; q)∞
(bq; q)∞

2φ1









q−n, abq/c

q−n/ c

∣

∣

∣

∣

∣

∣

∣

∣

q, 1/a









.(3.7)
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This further simplifies µn to the form

µn = anqn
(cq; q)n
(abq2; q)n

2φ1









q−n, abq/c

q−n/c

∣

∣

∣

∣

∣

∣

∣

∣

q, 1/a









.(3.8)

The Al-Salam-Chihara polynomials, [5], [7], [8], are

pn (x, t1, t2) = 3φ2









q−n, t1e
iθ, t1e

−iθ

t1t2, 0

∣

∣

∣

∣

∣

∣

∣

∣

q, q









=

(

t1e
−iθ; q

)

n
tn1e

inθ

(t1t2; q)n
2φ1









q−n, t2e
iθ

q1−neiθ
/

t1

∣

∣

∣

∣

∣

∣

∣

∣

q,
qe−iθ

t1









.

The second equality follows from a 3φ2 transformation and the q-analogue of the Pfaff-Kummer

transformation [8]. In order to relate the µ’s to the Al-Salam-Chihara polynomials we make the

parameter identification

a = t1 e
iθ
/

q, c = t1 e
−iθ
/

q, b = t2 e
−iθ
/

q(3.9)

Hence µn = pn (cos θ; t1, t2).

Theorem 3.1 The moments of the probability measure µ(x; a, b, c) are the Al-Salam-Chihara poly-

nomials {pn(cos θ; t1, t2)} where a, b, c and t1, t2, θ are related through (3.9).

It is important to observe that Theorem 3.1 is equivalent to the q-integral representation (see

[12, p. 19])

pn(cos θ; t1, t2) =
(t1e

iθ, t1e
−iθ, t2e

iθ, t2e
−iθ; q)∞

(1− q)t1eiθ(q, e−2iθ, qe2iθ; q)∞

∫ t1eiθ

t1e−iθ

(qxeiθ/t1, qxe
−iθ/t1 : q)∞

(x, t2x/t1; q)∞
xn dqx.(3.10)

Let us now integrate certain functions against the measure µ(x; a, b, c) with respect to which the

big q-Jacobi polynomials are orthogonal. The simplest function is the q-analogue of the binomial

theorem

f(x) =
(λx; q)∞
(µx; q)∞

=
∞
∑

n=0

(λ/µ; q)n
(q; q)n

(µx)n.(3.11)
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On one hand we have

La,b,cf =
∞
∑

n=0

(λ/µ; q)n
(q; q)n

µnpn(cos θ; t1, t2).

On the other hand we can explicitly evaluate La,b,cf . This implies

∞
∑

n=0

(λ/µ; q)n
(q; q)n

pn (cos θ; t1, t2)µ
n(3.12)

=

∞
∫

−∞

(λx; q)∞
(µx; q)

∞

dµ(x; a, b, c)

=
(aq, bq, cq, abq/c; q)

∞

(c/a, abq/c, abq2; q)
∞















(λaq, abq/c; q)
∞

(µaq, aq, abq/c; q)
∞

3φ2









aµq, aq, abq/c

λaq, aq/c

∣

∣

∣

∣

∣

∣

∣

∣

q, q









− c (λcq, cq/a; q)
∞

a(µcq, cq, bq; q)∞
3φ2









qµc, cq, bq

λcq, cq/a

∣

∣

∣

∣

∣

∣

∣

∣

q, q























.

We next combine the above 3φ2’s into a single 3φ2 by applying the transformation [12, (4.3.1), p.

63]

3φ2









A,B,C

D,E

∣

∣

∣

∣

∣

∣

∣

∣

q,
DE

ABC









=
(E/B,E/C; q)∞
(E,E/BC; q)∞

3φ2









D/A,B,C

D,BCq/E

∣

∣

∣

∣

∣

∣

∣

∣

q, q









(3.13)

+
(D/A,B,C,DE/BC; q)∞

(D,E,BC/E,DE/ABC; q)∞
3φ2









E/B,E/C,DE/ABC

DE/BC, aE/BC

∣

∣

∣

∣

∣

∣

∣

∣

q, q









.

With the parameter identification in (3.13) as

D/A = abq/c, B = aq, C = aµq, BC/E = a/c,(3.14)

so that

A = λc/b, B = aq, C = aµq, D = λaq, E = aµq2c,(3.15)

we obtain

(λaq, aq/c; q)∞
(aq, µaq, abq/c; q)∞

3φ2









abq/c, aq, aqµ

λaq, aq/c

∣

∣

∣

∣

∣

∣

∣

∣

q, q









(3.16)
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+
(λqc, c/a; q)∞

(1− a/c)(cq, µqc, bq; q)∞
3φ2









µqc, cq, bq

λqc, cq/a

∣

∣

∣

∣

∣

∣

∣

∣

q, q









=
(c/a, µcaq2, λaq, qa/c; q)∞
(µqc, cq, aq, µaq, abq/c; q)∞

3φ2









λc/b, aq, µaq

λaq, aµcq2

∣

∣

∣

∣

∣

∣

∣

∣

q, qb









.

Thus we have established the generating function

∞
∑

n=0

(λ/µ; q)n
(q; q)n

µn pn (cos θ; t1, t2) =
(bq, µacq2, λaq; q)

∞

(abq2, µqc, µaq; q)
∞

3φ2









λc/b, aq, aµq

λaq, aµcq2

∣

∣

∣

∣

∣

∣

∣

∣

q, bq









(3.17)

=
(t2e

−iθ, µt21, λt1e
iθ; q)∞

(t1t2, µt1e−iθ, µt1eiθ; q)∞
3φ2









λt1/t2, t1e
iθ, µt1e

iθ

λt1e
iθ, µt21

∣

∣

∣

∣

∣

∣

∣

∣

q, t2e
−iθ









.

Formula (3.17) is in Suslov’s unpublished notes [27] and we acknowledge his priority. The special

case λ = tt2 and µ = t/t1 leads to the known generating function [2], [5], [8]

∞
∑

n=0

(t1t2; q)nt
n

(q; q)ntn1
pn (cos θ; t1, t2) =

(tt1, tt2; q)∞
(teiθ, te−iθ; q)∞

,(3.18)

via the q-analogue of Gauss’s theorem, [12, (II.8)].

It is worth mentioning that the special case λ = µq = tq of (3.17) is

∞
∑

n=0

pn (cos θ; t1, t2) t
n =

(t2e
−iθ, tt21; q)∞

(1− tt1eiθ)(t1t2, tt1e−iθ; q)∞
(3.19)

×3φ2









qtt1/t2, t1e
iθ, tt1e

iθ

qtt1e
iθ, tt21

∣

∣

∣

∣

∣

∣

∣

∣

q, t2e
−iθ









.

Since pn is the n th moment of µ(x; a, b, c) and µ has a compact support, then

∞
∑

n=0

z−n−1µn =
∫

∞

−∞

dµ(u; a, b, c)

z − u
z /∈ supp{µ}.(3.20)

This gives a direct evaluation of the Stieltjes function (the right-hand side of (3.20)) for the big

q-Jacobi polynomials. The result is

∫

∞

−∞

dµ(u; a, b, c)

z − u
=

(t2e
−iθ, t21/z; q)∞

(z − t1eiθ)(t1t2, t1e−iθ/z; q)∞
(3.21)
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×3φ2









qt1/t2z, t1e
iθ, t1e

iθ/z

qt1e
iθ/z, t21/z

∣

∣

∣

∣

∣

∣

∣

∣

q, t2e
−iθ









.

The relationship (3.21) is in [14] but the present proof is much more elementary.

The Al-Salam-Carlitz polynomials {V α
n (x; q)} have the generating function

(xw; q)∞
(w, αw; q)∞

=
∞
∑

n=0

(−w)n

(q; q)n
qn(n−1)/2V α

n (x; q).(3.22)

Clearly we can identify the right-hand sides of (3.22) and (3.18) by choosing t2 = 0 and adjusting

the remaining parameters. The V α
n ’s are also moments and their multilinear generating functions

will follow as special cases of this work.

4. Poisson Kernel and Multilinear Generating Functions. In this section we use the results

of §3 to find the Poisson kernel and multilinear generating functions for the Al-Salam-Chihara

polynomials.

We evaluate the action of La,b,c on xk(λx; q)∞/(µx; q)∞ in two different ways and generalize

(3.17). The calculations are similar and the result is

∞
∑

n=0

(λ/µ; q)n
(q; q)n

pn+k (cos θ; t1, t2)µ
n(4.1)

=
(aq, bq, cq, abq/c; q)

∞

(c/a, abq/c, abq2; q)
∞















akqk (λaq, abq/c; q)
∞

(µaq, aq, abq/c; q)
∞

3φ2









aµq, aq, abq/c

λaq, aq/c

∣

∣

∣

∣

∣

∣

∣

∣

q, qk+1









−ck+1qk (λcq, cq/a; q)
∞

a(µcq, cq, bq; q)∞
3φ2









qµc, cq, bq

λcq, cq/a

∣

∣

∣

∣

∣

∣

∣

∣

q, qk+1























.

Recall that the relation between a, b, c and t1, t2, e
iθ is as in (3.9). We cannot simplify the above

combination because we do not have an suitable analogue of (3.16).

We now come to the Poisson kernel of the Al-Salam-Chihara polynomials. Set

α = s1e
iφ/q, β = s2e

−iφ/q, γ = s1e
−iφ/q.(4.2)
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Theorem 4.1 The Al-Salam-Chihara polynomials have the bilinear generating function

∞
∑

n=0

(t1t2; q)n
(q; q)ntn1

tnpn(cos θ; t1, t2)pn(cosφ; s1, s2)(4.3)

=
(s1e

−iφ, s2e
−iφ, tt1s1e

iφ, tt2s1e
iφ; q)∞

(s1s2, e−2iφ, ts1ei(θ+φ), ts1ei(φ−θ); q)∞

×4φ3









s1e
iφ, s2e

iφ, ts1e
i(θ+φ), ts1e

i(φ−θ)

qe2iφ, tt1s1e
iφ, tt2s1e

iφ

∣

∣

∣

∣

∣

∣

∣

∣

q, q









+
(s1e

iφ, s2e
iφ, tt1s1e

−iφ, tt2s1e
−iφ; q)∞

(s1s2, e2iφ, ts1ei(θ−φ), ts1e−i(θ+φ); q)∞

×4φ3









s1e
−iφ, s2e

−iφ, ts1e
−i(θ+φ), ts1e

i(θ−φ)

qe−2iφ, tt1s1e
−iφ, tt2s1e

−iφ

∣

∣

∣

∣

∣

∣

∣

∣

q, q









.

Proof. In (3.18) replace t by tx and apply Lα,β,γ to both sides of the resulting equality. The result

is

∞
∑

n=0

(t1t2; q)n
(q; q)ntn1

tnpn(cos θ; t1, t2)pn(cosφ; s1, s2)(4.4)

=
(s1e

−iφ, s2e
−iφ, tt1s1e

iφ, tt2s1e
iφ; q)∞

(s1s2, e−2iφ, ts1ei(θ+φ), ts1ei(φ−θ); q)∞

× 4φ3









s1e
iφ, s2e

iφ, ts1e
i(θ+φ), ts1e

i(φ−θ)

qe2iφ, tt1s1e
iφ, tt2s1e

iφ

∣

∣

∣

∣

∣

∣

∣

∣

q, q









− e−2iφ(s1e
iφ, s2e

iφ, tt1s1e
−iφ, tt2s1e

−iφ; q)∞
(1− e−2iφ)(s1s2, qe2iφ, ts1ei(θ−φ), ts1e−i(θ+φ); q)∞

× 4φ3









s1e
−iφ, s2e

−iφ, ts1e
−i(θ+φ), ts1e

i(θ−φ)

qe−2iφ, tt1s1e
−iφ, tt2s1e

−iφ

∣

∣

∣

∣

∣

∣

∣

∣

q, q









.

After some simplification this implies (4.3) and the proof is complete.

In this generality the 4φ3’s in (4.3) can not be combined into a single basic hypergeometric

function because they are not necessarily balanced. Recall that a r+1φr is balanced if the product

of the numerator parameters times q equals the product of the denominator parameters. On the

other hand it is easy to see that the 4φ3’s are balanced if and only if s1s2 = t1t2.
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Theorem 4.2 If s1s2 = t1t2 then

∞
∑

n=0

(t1t2; q)n
(q; q)ntn1

tnpn(cos θ; t1, t2) pn(cosφ; s1, s2)(4.5)

=
(tt1s1e

iφ, tt2s1e
iφ, ts1s2e

iθ, ts21e
iθ; q)∞

(tt1t2s1ei(θ+φ), ts1ei(θ−φ), ts1ei(θ+φ), ts1ei(φ−θ); q)∞

× 8φ7











s21ts2e
i(θ+φ)/q, s1

√
qts2e

i(θ+φ)/2,−s1
√
qts2e

i(θ+φ)/2, t2e
iθ, t1e

iθ,

s1
√

ts2/qe
i(θ+φ)/2,−s1

√

ts2/qe
i(θ+φ)/2, tt1s1e

iφ, tt2s1e
iφ,

s1e
iφ, s2e

iφ, ts1e
i(θ+φ)

ts1s2e
iθ, s21te

iθ, s1s2

∣

∣

∣

∣

∣

∣

∣

∣

q, ts1e
−i(θ+φ)









.

Proof. Formula (2.10.10) in [12, p. 42] is

8φ7









A, q
√
A,−q

√
A,B,C,D,E, F

√
A,−

√
A,Aq/B,Aq/C,Aq/D,Aq/E,Aq/F

∣

∣

∣

∣

∣

∣

∣

∣

q,
A2q2

BCDEF









(4.6)

=
(Aq,Aq/DE,Aq/DF,Aq/EF ; q)∞

(Aq/D,Aq/E,Aq/F,Aq/DEF ; q; q)∞
4φ3









Aq/BC,D,E, F

Aq/B,Aq/C,DEF/A

∣

∣

∣

∣

∣

∣

∣

∣

q, q









+
(Aq,Aq/BC,D,E, F,A2q2/BDEF,A2q2/CDEF ; q)∞

(Aq/B,Aq/C,Aq/D,Aq/E,Aq/F,A2q2/BCDEF,DEF/Aq; q)∞

× 4φ3









Aq/DE,Aq/Df,Aq/EF,A2q2/BCDEF

A2q2/BDEF,A2q2/CDEF,Aq2/DEF

∣

∣

∣

∣

∣

∣

∣

∣

q, q









.

Choose

A = s21ts2e
i(θ+φ)/q, B = t2e

iθ, C = t1e
iθ, D = s1e

iφ, E = s2e
iφ, F = ts1e

i(θ+φ)

in (4.6) to replace the combination of 4φ3’s in (4.3) by an 8φ7 taking into account that t1t2 = s1s2.

The result is (4.5) and the proof is complete.

Theorem 4.2, in its present form, was proved independently in [6] and [16]. When t1 = s1

and t2 = s2 the generating function (4.5) becomes the Poisson kernel for the Al-Salam-Chihara

polynomials since their orthogonality relation is

∫ π

0
pm(cos θ; t1, t2)pn(cos θ; t1, t2)

(e2iθ, e−2iθ; q)∞ dθ

(t1eiθ, t1e−iθ, t2eiθ, t2e−iθ; q)∞
(4.7)
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=
2π(q; q)n t

2n
1

(q, t1t2; q)∞ (t1t2; q)n
δm,n.

One can generalize Theorem 4.1 by multiplying (3.18) by xk, replace x by xt then act with La,b,c.

This leads to our next result.

Theorem 4.3 We have
∞
∑

n=0

(t1t2; q)n
(q; q)ntn1

tnpn(cos θ; t1, t2)pn+k(cosφ; s1, s2)(4.8)

= (s1e
iφ)k

(s1e
−iφ, s2e

−iφ, tt1s1e
iφ, tt2s1e

iφ; q)∞
(s1s2, e−2iφ, ts1ei(θ+φ), ts1ei(φ−θ); q)∞

×4φ3









s1e
iφ, s2e

iφ, ts1e
i(θ+φ), ts1e

i(φ−θ)

qe2iφ, tt1s1e
iφ, tt2s1e

iφ

∣

∣

∣

∣

∣

∣

∣

∣

q, qk+1









+(s1e
−iφ)k

(s1e
iφ, s2e

iφ, tt1s1e
−iφ, tt2s1e

−iφ; q)∞
(s1s2, e2iφ, ts1ei(θ−φ), ts1e−i(θ+φ); q)∞

×4φ3









s1e
−iφ, s2e

−iφ, ts1e
−i(θ+φ), ts1e

i(θ−φ)

qe−2iφ, tt1s1e
−iφ, tt2s1e

−iφ

∣

∣

∣

∣

∣

∣

∣

∣

q, qk+1









.

Note that (4.5) and (4.8) will look more symmetric if we replace t by t/s1.

Our next result is a multilinear generating function for the Al-Salam-Chihara polynomials and

was motivated by our earlier result in [18] for continuous q-Hermite polynomials.

Theorem 4.4 If aq := t1e
iθ, bq := t2e

−iθ, cq := t1e
−iθ then the Al-Salam-Chihara polynomials have

the multilinear generating function

∞
∑

n1,···,nm=0

m
∏

j=1

{

λ
nj

j

(a2j−1a2j; q)nj

(q; q)nj
(a2j−1)nj

pnj
(cos θj, a2j−1, a2j)

}

pn1+···+nm(cos θ, t1, t2)(4.9)

=
(bq, cq; q)∞

(c/a, abq2; q)∞

m
∏

j=1

{

(aqλja2j−1, aqλja2j; q)∞
(aqλjeiθj , aqλje−iθj ; q)∞

}

×2m+2φ2m+1









aq, abq/c, aqλ1e
iθ1 , aqλ1e

−iθ1 , · · · , aqλme
iθm , aqλme

−iθm

aq/c, aqλ1a1, aqλ1a2, · · · , aqλma2m−1, aqλma2m

∣

∣

∣

∣

∣

∣

∣

∣

q, q









+
(aq, abq/c; q)∞
(a/c, abq2; q)∞

m
∏

j=1

{

(cqλja2j−1, cqλja2j; q)∞
(cqλjeiθj , cqλje−iθj ; q)∞

}

×2m+2φ2m+1









bq, cq, cqλ1e
iθ1 , cqλ1e

−iθ1 , · · · , cqλme
iθm , cqλme

−iθm

cq/a, cqλ1a1, cqλ1a2, · · · , cqλma2m−1, cqλma2m

∣

∣

∣

∣

∣

∣

∣

∣

q, q









.
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Proof. Rewrite (3.18) in the form

(a2j−1λjx, a2jλjx; q)∞
(λjxeiθj , λjxe−iθj ; q)∞

=
∞
∑

nj=0

(a2j−1 a2j ; q)nj

(q; q)nj
(a2j−1)nj

pnj
(cos θj, a2j−1, a2j)λ

nj

j xnj .(4.10)

Multiply (4.10) for j = 1, 2, · · · ,m then apply La,b,c. The result is (4.9).

Note that we may replace x in (4.10) by xcj then apply La,b,c. The result will replace

pn1+···+nm(cos θ, t1, t2)

by

pc1n1+···+cmnm(cos θ, t1, t2).

The φ functions will get more involved and become q-analogues of the Wright functions but we do

not really gain anything with this degree of generality. Another variation is to multiply by xk before

acting with La,b,c. Here again there is nothing conceptually new.

Finally we mention a similar case when the number of a’s is odd. In this case we multiply (4.10)

for j = 1, 2, · · · ,m, multiply the result by

(a2m+1λm+1x; q)∞
(λm+1x; q)∞

=
∞
∑

nm+1=0

(a2m+1; q)nm+1

(q; q)nm+1

λ
nm+1

m+1 x
nm+1

then apply La,b,c.

5. Continuous q-Ultraspherical Polynomials. The continuous q-ultraspherical polynomials

{Cn(x; β|q)} have the generating function [12, (7.4.1)]

∞
∑

n=0

Cn(cos θ; β|q)tn =
(tβeiθ, tβe−iθ; q)∞
(teiθ, te−iθ; q)∞

.(5.1)

Their orthogonality relation is [12, (7.4.15)]

∫ π

0
Cm(cos θ; β|q)Cn(cos θ; β|q)

(e2iθ, e−2iθ; q)∞
(βe2iθ, βe−2iθ; q)∞

dθ(5.2)

=
2π(β, βq; q)∞
(q, β2; q)∞

(β2; q)n(1− β)

(q; q)n(1− βqn)
δm,n.

Comparing (3.18) and (5.1) we find

Cn(cos θ; β|q) =
(β2; q)n
(q; q)n

β−ne−inθ pn(cos θ; βe
iθ, βe−iθ).(5.3)
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This means that we can translate every generating function in §3 and §4 to a generating function

for the Cn’s. For example (3.19) becomes

∞
∑

n=0

(q; q)n
(β2; q)n

Cn(cos θ; β|q)tn =
(βe−2iθ, βteiθ; q)∞

(1− teiθ)(β2, te−iθ; q)∞
(5.4)

×3φ2









qteiθ/β, βe2iθ, teiθ

qteiθ, βteiθ

∣

∣

∣

∣

∣

∣

∣

∣

q, βe−2iθ









.

Another example is (4.3) with

t1 = βeiθ, t2 = βe−iθ, s1 = β1e
iφ, s2 = β1e

−iφ,

which yields

∞
∑

n=0

(q; q)n
(β2

1 ; q)n
Cn(cos θ; β|q)Cn(cosφ; β1|q)tn(5.5)

=
(β1, β1e

−2iφ, tβei(θ+φ), tβei(φ−θ); q)∞
(β2

1 , e
−2iφ, tei(θ+φ), tei(φ−θ); q)∞

×4φ3









β1e
2iφ, β1, te

i(θ+φ), tei(φ−θ)

qe2iφ, βtei(θ+φ), βtei(φ−θ)

∣

∣

∣

∣

∣

∣

∣

∣

q, q









+
(β1, β1e

2iφ, tβei(θ−φ), tβe−i(θ+φ); q)∞
(β2

1 , e
2iφ, tei(θ−φ), te−i(θ+φ); q)∞

×4φ3









β1e
−2iφ, β1, te

i(θ−φ), te−i(θ+φ)

qe−2iφ, βtei(θ−φ), βte−i(θ+φ)

∣

∣

∣

∣

∣

∣

∣

∣

q, q









.

When β1 = β the 4φ3’s in (5.5) combine into an 8φ7 and the result is

∞
∑

n=0

(q; q)n
(β2; q)n

Cn(cos θ; β|q)Cn(cosφ; β|q)tn(5.6)

=
(tβei(θ+φ), tβei(φ−θ), tβei(θ−φ), tβei(θ+φ); q)∞
(tβ2ei(θ+φ), tei(θ−φ), tei(θ+φ), tei(φ−θ); q)∞

× 8φ7











β2tei(θ+φ)/q, β
√
qtei(θ+φ)/2,−β

√
qtei(θ+φ)/2, β, βe2iθ,

β
√

t/qei(θ+φ)/2,−β
√

t/qei(θ+φ)/2, βtei(θ+φ), βtei(φ−θ),

βe2iφ, β, tei(θ+φ)

βtei(θ−φ), βtei(θ+φ), β2

∣

∣

∣

∣

∣

∣

∣

∣

q, te−i(θ+φ)









.
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The kernel (5.6) was evaluated by Gasper and Rahman in [13]. Their form of the right-hand side is

different but one can transform our answer to theirs by using the two term transformation (2.10.1)

in [12] connecting two very well-poised 8φ7’s with the choices

a = β2tei(θ+φ), b = e = β, c = βe2iθ, d = βe2iφ, f = tei(θ+φ).

Note that (5.5) is a special case of (4.5) because (4.5) has three free parameters among t1, t2, s1,

s2 but (5.5) has only one free parameter, the parameter β.

We now introduce another measure whose moments are the continuous q-ultraspherical polyno-

mials.

Theorem 5.1 Let

ν(x; β, u) =
(β, βu−2; q)∞
(q, u−2; q)∞

∞
∑

n=0

(q/β, qu2/β; q)n
(q, qu2; q)n

β2nǫqnu(5.7)

+
(β, βu2; q)∞
(q, u2; q)∞

∞
∑

n=0

(q/β, qu−2/β; q)n
(q, qu−2; q)n

β2nǫqn/u.

Then

∫

∞

−∞

yndν(y; β, u) =
un(βu−2; q)n

(q; q)n
2φ1





q−n, βu2

q1−nu2/β

∣

∣

∣

∣

∣

∣

q, q/β



 .(5.8)

Proof. It is clear that the left-hand side of (5.8) is

un (β, βu
−2; q)∞

(q, u−2; q)∞
2φ1





q/β, qu2/β

qu2

∣

∣

∣

∣

∣

∣

q, β2qn



(5.9)

+u−n (β, βu
2; q)∞

(q, u2; q)∞
2φ1





q/β, qu−2/β

qu−2

∣

∣

∣

∣

∣

∣

q, β2qn



 .

In (3.3) we make the choices

A = q/β, B = qu2/β, C = qu2, Z = qnβ2,(5.10)

and the expression in (5.9) simplifies to the right-hand side of (5.8).

Corollary 5.2 We have

∫

∞

−∞

yn dν(y; β, eiθ) = Cn(cos θ; β|q).(5.11)
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Proof. Denote the right-hand side of (5.8) by rn(θ). Then

∞
∑

n=0

rn(θ) t
n =

∞
∑

n=0

n
∑

k=0

(βu−2; q)n
(q; q)n

untn
(q−n, βu2; q)n−k

(q1−nu2/β, q; q)n−k

(

q

β

)n−k

.

∞
∑

n=0

rn(θ) t
n =

∞
∑

n=0

n
∑

k=0

(βu2; q)n−ku
k−n

(q; q)n−k

(βu−2; q)k
(q; q)k

tnuk

=

[

∞
∑

k=0

(βu−2; q)k
(q; q)k

uktk
] [

∞
∑

n=0

(βu2; q)nu
k−n

(q; q)n
tnu−n

]

.

Using the q-binomial theorem (3.10) we get

∞
∑

n=0

rn(θ) t
n =

(βtu−1, βtu; q)∞
(tu, tu−1; q)∞

,

and the corollary follows from (5.1).

We note that (7.4.2) and (7.4.4) in [12] show that the expression (5.9) equals Cn(cos θ; β|q)
which also equals the right-hand side of (5.8) with u = eiθ. The proof given here makes this work

as self-contained as possible.

Let

Lβ,θ(f) =
∫

∞

−∞

f(y)dν(y; β, eiθ).(5.12)

Our next result is a bilinear generating function for the continuous q-ultraspherical polynomials. It

follows from (5.1) when we replace β, θ and t by β1, φ and yt, respectively, then apply Lβ,θ.

Theorem 5.3 The continuous q-ultraspherical polynomials satisfy

∞
∑

n=0

Cn(cos θ; β|q)Cn(cosφ; β1|q)tn(5.13)

=
(β, βe−2iθ, β1te

i(θ+φ), β1te
i(θ−φ); q)∞

(q, e−2iθ, tei(θ+φ), tei(θ−φ); q)∞

×4φ3





q/β, qe2iθ/β, tei(θ+φ), tei(θ−φ)

qe2iθ, β1te
i(θ+φ), β1te

i(θ−φ)

∣

∣

∣

∣

∣

∣

q, β2





+
(β, βe2iθ, β1te

i(φ−θ), β1te
−i(θ+φ); q)∞

(q, e2iθ, tei(φ−θ), te−i(θ+φ); q)∞

×4φ3





q/β, qe−2iθ/β, tei(φ−θ), te−i(θ+φ)

qe−2iθ, β1te
i(φ−θ), β1te

−i(θ+φ)

∣

∣

∣

∣

∣

∣

q, β2



 .
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Theorem 5.4 The continuous q-ultraspherical polynomials have the bilinear generating function

∞
∑

n=0

Cn+k(cos θ; β|q)Cn(cosφ; β1|q)tn(5.14)

= eikθ
(β, βe−2iθ, β1te

i(θ+φ), β1te
i(θ−φ); q)∞

(q, e−2iθ, tei(θ+φ), tei(θ−φ); q)∞

×4φ3





q/β, qe2iθ/β, tei(θ+φ), tei(θ−φ)

qe2iθ, β1te
i(θ+φ), β1te

i(θ−φ)

∣

∣

∣

∣

∣

∣

q, β2qk





+e−ikθ (β, βe2iθ, β1te
i(φ−θ), β1te

−i(θ+φ); q)∞
(q, e2iθ, tei(φ−θ), te−i(θ+φ); q)∞

×4φ3





q/β, qe−2iθ/β, tei(φ−θ), te−i(θ+φ)

qe−2iθ, β1te
i(φ−θ), β1te

−i(θ+φ)

∣

∣

∣

∣

∣

∣

q, β2qk



 .

Proof. Multiply (5.1) by yk then apply the procedure that led to (5.13).

It is clear that the left-hand side of (5.13) is symmetric if the ordered pairs (θ, β) and (φ, β1)

are interchanged. Imposing this symmetry on the right-hand side of (5.13) leads to the surprising

transformation formula which is of independent interest. We shall state this as a theorem.

Theorem 5.5 The following combination of 4φ3’s is invariant under the exchange (θ, β) → (φ, β1)

(β, βe−2iθ, β1te
i(θ+φ), b1te

i(θ−φ); q)∞
(q, e−2iθ, tei(θ+φ), tei(θ−φ); q)∞

(5.15)

×4φ3





q/β, qe2iθ/β, tei(θ+φ), tei(θ−φ)

qe2iθ, β1te
i(θ+φ), β1te

i(θ−φ)

∣

∣

∣

∣

∣

∣

q, β2





+
(β, βe2iθ, β1te

i(φ−θ), β1te
−i(θ+φ); q)∞

(q, e2iθ, tei(φ−θ), te−i(θ+φ); q)∞

×4φ3





q/β, qe−2iθ/β, tei(φ−θ), te−i(θ+φ)

qe−2iθ, β1te
i(φ−θ), β1te

−i(θ+φ)

∣

∣

∣

∣

∣

∣

q, β2



 .

We conclude this section by stating a multilinear generating function for the continuous q-

ultraspherical polynomials.

Theorem 5.6 We have

∞
∑

n1,···,nm=0

m
∏

j=1

{

t
nj

j Cnj
(cos θj; βj|q)

}

Cn1+···+nm(cos θ; β|q)(5.16)

=
(β, βe−2iθ; q)∞
(q, e−2iθ; q)∞

m
∏

j=1

{

(tjβje
i(θ+θj), tjβje

i(θ−θj); q)∞
(tjei(θ+θj), tjei(θ−θj); q)∞

}
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×2m+2φ2m+1









q/β, qe2iθ/β, t1e
i(θ+θ1), t1e

i(θ−θ1), · · · , tmei(θ+θm), tme
i(θ−θm)

qe2iθ, t1β1e
i(θ+θ1), t1β1e

i(θ−θ1), · · · , tmβme
i(θ+θm), tmβme

i(θ−θm)

∣

∣

∣

∣

∣

∣

∣

∣

q, β2









+
(β, βe2iθ; q)∞
(q, e2iθ; q)∞

m
∏

j=1

{

(tjβje
i(θj−θ), tjβje

−i(θ+θj); q)∞
(tjei(θj−θ), tje−i(θ+θj); q)∞

}

×2m+2φ2m+1









q/β, qe−2iθ/β, t1e
i(θ1−θ), t1e

−i(θ+θ1), · · · , tmei(θm−θ), tme
−i(θ+θm)

qe−2iθ, t1β1e
i(θ1−θ), t1β1e

−i(θ+θ1), · · · , tmβme
i(θm−θ), tmβme

−i(θ+θm)

∣

∣

∣

∣

∣

∣

∣

∣

q, β2









.

Proof. In (5.1) replace θ and t by θj and tj; respectively, j = 1, · · ·m, multiply the results and

apply Lβ,θ. We obtain (5.16).

6. Remarks and Summary. The q-analogue of (2.2) is

< LM|pn >q=
n
∑

k=0

(q; q)n
(q; q)k(q; q)n−k

< L|pk >q< M|pn−k >q(6.1)

where {pn(x)} is any Eulerian family of polynomials, [3], [15]. When L and M have the represen-

tations

Lf(x) =
∫

∞

−∞

f(x) dλ(x), Mf(x)
∫

∞

−∞

f(y) dµ(y)(6.2)

then

< LM|f >q=
∫

∞

−∞

∫

∞

−∞

f(xy)dλ(x)dµ(y).(6.3)

The product functional (6.3) was used in the previous sections when we repeatedly applied certain

functionals with different parameters.

It is clear that the products of functionals in (2.2) and (6.3) correspond to convolutions of

measures and as such they are very natural. It is also clear that the products (2.2) and (6.3)

correspond to additive and multiplicative algebraic structures. It was observed in [22] that in many

orthogonal polynomial systems what is designated as a variable may not be the “natural” variable.

So we denote the natural variable by s and the polynomials variable by x and write x = x(s).

A mapping s → x(s) from the complex plane into itself defines a grid or a lattice on a subset S

of the complex s plane on which the mapping is one-to-one. The functional products (2.2) and

(6.3) correspond to the linear grid x(s) = s and the q-linear grid x(s) = qs, respectively. These

are the simplest grids. The grid used is also related to a comultiplication of a bialgebra. The
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linear grid corresponds to x → x ⊗ 1 + 1 ⊗ x while the q-linear grid corresponds to x → x ⊗ x. It

will be useful to find the comultiplication associated with the quadratic grid x(s) = s2 + cs and

the q-quadratic grid x(s) = (qs + q−s)/2. The former will give an umbral calculus for the Wilson

polynomials and Wilson divided difference operators while the latter will give an umbral calculus

for the Askey-Wilson polynomials and the corresponding divided difference operators.

It is worth noting that Slepian [26] essentially used the Rodrigues formula for Hermite poly-

nomials and the fact that the Fourier transform of a Gaussian is another Gaussian to derive the

multilinear generating function known as the Kibble-Slepian formula, [20], [26]. In the case of

Laguerre polynomials formula (2.5) also follows from

xαe−x =
∫

∞

0
e−u(xu)α/2 Jα(2

√
xu) du, α > −1,(6.4)

by successive differentiations, [29, (3.2.5)] and the Rodrigues formula for the Laguerre polynomials.

We conclude with the list of classical orthogonal polynomials given in this paper which are

moments. For each polynomial we give the (non-normalized) measure dµ(x), the monic orthogonal

polynomials pn(x) for the measure, and the coefficients αn and βn in the three term recurrence

relation

pn+1(x) = (x− αn)pn(x)− βnpn−1(x),(6.5)

for pn(x), [9, p. 215].

Hermite polynomials: µn = Hn(ia)/i
n, dµ(x; a) = e−(x/2+a)2dx on (−∞,∞),

pn(x) = Hn(x/2 + a), αn = −2a, βn = 2n.

Laguerre polynomials: µn = n!Lα
n(−b), dµ(x; b, α) = b−α/2e−b−xxα/2Iα(2

√
xb)dx on (0,∞). Here

pn(x), αn, and βn are unknown.

Laguerre polynomials: µn = n!Lα
n(ib)/(α + 1)n,

αn = 1 +
ib(2− α)

(α + 2n− 2)(α + 2n)
,

and

βn =
nb2(α + n− 2)

(α + 2n− 3)3(α + 2n− 2)
.

pn(x) and dµ(x) are given in [30].
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Meixner polynomials: µn = cnmn(a, β, c)/(β)n, dµ(x) = (1− x)β+a−1(x− c)−a−1dx on [c, 1],

pn(x) = n!(1− c)nP (β+a−1,−a−1)
n ((2x− (1 + c))/(1− c))/(β + n− 1)n, (Jacobipolynomials)

αn = c+
(c− 1)((β − 2)a− 2nβ − 2n(n− 1))

(β + 2n− 2)(β + 2n)
,

and

βn =
(c− 1)2n(β + n− 2)(n− 1− a)(β + a+ n− 1)

(β + 2n− 3)3(β + 2n− 2)
.

Al-Salam-Chihara polynomials: µn = pn(cos(θ); t1, t2), dµ(x) is given by (1.6) where (3.9) holds,

pn(x) = Pn(x; a, b, c; q)(aq, cq; q)n/(abq
n+1; q)n (big q-Jacobi polynomials), for αn and βn see [12,

Ex. 7.10, p. 186].

Acknowledgments. We thank Sergei Suslov, Richard Askey and Mizan Rahman for their interest

in this paper, for comments on this work and for many interesting conversations related to this

work.

References

[1] W. A. Al-Salam and L. Carlitz, Some orthogonal q-polynomials, Math. Nachr. 30 (1965),

47–61.

[2] W. A. Al-Salam and T. S. Chihara, Convolutions of orthogonal polynomials, SIAM

J. Math. Anal. 7 (1976), 16–28.

[3] G. E. Andrews , On the foundations of combinatorial theory. V: Eulerian differential operators,

Stud. Appl. Math. 50 (1971), 345–375.

[4] G. E. Andrews and R. A. Askey, Classical orthogonal polynomials, in “Polynomes Orthogonaux

et Applications”, eds. C. Brezinski et ál., Lecture Notes in Mathematics, vol. 1171, Springer-

Verlag, Berlin, 1984, 36-63.

[5] R. A. Askey and M. E. H. Ismail, Recurrence relations, continued fractions and orthogonal

polynomials, Memoirs Amer. Math. Soc. Number 300 (1984).

[6] R. A. Askey, M. Rahman, and S. K. Suslov, On a general q-Fourier transformation with

nonsymmetric kernels, J. Comp. Appl. Math. (1996), to appear.

26



[7] R. A. Askey and J. A. Wilson, Some basic hypergeometric orthogonal polynomials that generalize

Jacobi polynomials, Memoirs Amer. Math. Soc. Number 319 (1985).

[8] C. Berg and M. E. H. Ismail, q-Hermite polynomials and the classical polynomials, Canadian

J. Math., to appear.

[9] T.S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, New York,

1978.

[10] A. Erdelyi, W. Magnus, F. Oberhettinger and F. G. Tricomi, Higher Transcendental Functions,

volume 1, McGraw-Hill, New York, 1953.

[11] A. Erdelyi, W. Magnus, F. Oberhettinger and F. G. Tricomi, Higher Transcendental Functions,

volume 2, McGraw-Hill, New York, 1953.

[12] G. Gasper and M. Rahman, Basic Hypergeometric Series, Cambridge University Press, Cam-

bridge, 1990.

[13] G. Gasper and M. Rahman, Positivity of the Poisson kernel for the continuous q-ultraspherical

polynomials, SIAM J. Math. Anal. 14 (1983), 409–420.

[14] D. P. Gupta, M. E. H. Ismail and D. R. Masson, Contiguous relations, basic hypergeometric

functions and orthogonal polynomials. II: Associated big q-Jacobi polynomials, J. Math. Anal.

Appl. 171 (1993), 477–497.

[15] E. C. Ihrig and M. E. H. Ismail, A q-umbral calculus, J. Math. Anal. Appl. 84 (1981), pp.

178–207.

[16] M. E. H. Ismail, Poisson kernels, in preparation.

[17] M. E. H. Ismail, M. Rahman and S. K. Suslov, A generalization of balanced hypergeometric

series and summation theorems, in preparation.

[18] M. E. H. Ismail and D. Stanton, On the Askey-Wilson and Rogers polynomials, Canadian J.

Math. 40 (1988), 1025–1045.

[19] S. A. Joni and G. C. Rota, Coalgebras and bialgebras in combinatorics, Studies in Applied

Math. 61 (1978) , 93–139.

[20] W. F. Kibble, An extension of theorem of Mehler on Hermite polynomials, Proc. Cambridge,

Philos. Soc. 41 (1945), 12–15.

[21] J. Meixner, Unformung gewisser Reihen, deren Gleider Produkte hypergeometrischer Funktio-

nen sind, Deutsch Math. 6 (1942), 341-349.

27



[22] A. F. Nikiforov, S. K. Suslov and V. B. Uvarov, Classical Orthogonal Polynomials of a Discrete

Variable, English translation, Springer-Verlag, Berlin, 1991.

[23] M. Rahman, A generalization of Gasper’s kernel for Hahn polynomials: application to Pollaczek

polynomials, Canadian J. Math. 30 (1988), 133–146.

[24] M. Rahman and A. Verma, A q-integral representation for the Rogers q-ultraspherical polyno-

mials and some applications, Constructive Approximation 2 (1986), 1–10.

[25] S. Roman and G. C. Rota, The umbral calculus, Adv. in Math. 27 (1978), 95–188.

[26] D. Slepian, On the symmetrized Kronecker power of a matrix and extensions of Mehler’s for-

mula for Hermite polynomials, SIAM J. Math. Anal. 3 (1972), 606–616.

[27] S. K. Suslov, unpublished notes.
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