
Math 3592H Honors Mathematics I Fall Semester 2017

Assignment 13 - Nothing to be handed in. No further homework is due.

The third midterm exam is on December 7. You will be tested on the material in Sections

2.1 - 2.6 that we have studied. There is a review sheet.

The final exam will take place on Friday December 15, 12:00-3:00, in room Vincent Hall

211. The final exam will be on everything we have done this semester, including Section

2.7 and the parts of Section 2.8 which we will study (see below). The final exam will not

have any questions on Sections 2.9 or 2.10. There will be a review sheet for the final exam.

Read?: It is possible (but unlikely) that we may study the inverse and implicit function

theorems from Section 2.10 before the end of the semester, but you will not have homework

on this or be tested on it. If we don’t do them now, they will be the first thing at the start

of next semester. Although the book gives a proof based on Kantorovich’s theorem, which

provides a sufficient condition for Newton’s method to work, we will not study this.

Exercises incorrectly listed on Assignment 12:

2.11 (page 281): 24b, 25

Math 3592 review for exam 3

These are just some of the types of question that might appear on the exam. You

should review the material we have covered more broadly than what is on this sheet. You

will be tested on the material in Sections 2.1 - 2.6 that we have studied, including things

like the extra questions on the homework sheets. There are many computational things, to

do with interpreting pivots in the echelon form to test for independence of vectors, whether

vectors span, etc, that you should be on top of.

1. Find a basis for the vector space which is the intersection in R4 of the hyperplanes

w + x + y + z = 0 and w + 2x + 3y + 4z = 0.

There are more questions like this in 2.5.6 and 2.5.7 and 2.5.9.

2. True or false: a vector subspace of R7 defined by the simultaneous vanishing of 3

linear expressions can have dimension (a) 2, (b) 4, (c) 6.
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3. True or false: Suppose AB = I is an identity n× n matrix. Then

(a) the columns of B are linearly independent;

(b) the rows of B are linearly independent;

(c) for every vector b there is always a solution to Bx = b;

(d) for every vector b there is at most one solution to Bx = b;

There are more questions like this in 2.5.2, 2.5.3 and 2.5.8 on page 205.

4. Let C = AB be a 4× 5 matrix of rank 3, where A and B need not be square. Which

of the following are possible and which could never happen?

(a) rankB = 2.

(b) rankB = 4.

(c) The nullity of A is 2.

(d) The nullity of B is 3.

(e) rankCT = 2.

5. Which are linear maps P k → P k?:

(a) T (f) = f ′′ + f

(b) T (f) = f ′′ + x

(c) T (f) = 0

(d) T (f) = xf ′′ + f

(e) T (f) =
∫ x

0
f(t) dt

(f) T (f) = f
∫ 1

0
f(t) dt

6. Find a basis for R4 which includes the vectors (1, 0,−1, 0) and (0, 1, 0, 1). Find a basis

for R4 that is a subset of the vectors

(1, 2, 3, 4), (1,−1, 0, 1), (1,−4,−3,−2), (0, 1, 2, 0), (1,−3,−1,−2).

7. Find the inverse of

 2 1 3
2 1 2
3 1 4

.

8. Find the rank and nullity of the map trace : Mat(3, 3) → R; the map Mat(3, 5) →
Mat(5, 3) given by A 7→ AT ; the map Mat(2, 3)→ Mat(2, 3) given by A 7→ BA where

B is the matrix

[
1 2
0 1

]
.

9. Find the dimension of the vector space consisting of all linear transformations P≤2 →
P≤3, where P≤n is the vector space of polynomials of degreem ≤ n. Find the dimension

of the vector space consisting of all linear transformations P≤2 → V where V is the

subspace of P≤3 consisting of polynomials with constant term zero.

Further questions: 2.11 (pages 277-282); 8, 11, 12, 13, 14, 15, 16, 17, 18, 20, 21, 22,

24b, 25, 27b
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